
The problem of regression toward the mean as a confounded
variable in the analysis of change has been included in most of Re-
search Methods textbooks; these books guard against the threat of
regression toward the mean with extreme groups in the pre-post
designs but they do not state how to calculate the extent of the ef-
fect (e.g. Baker, 1994, pp. 221-22; Breakwell, Hammond and Fi-
fe-Schaw, 1995, pp. 91-92; Cook and Campbell, 1979, pp. 52-53;
Haimsom and Elfenbein, 1985, p. 119; Heiman, 1995, pp.341-42;
Kendall and Butcher, 1982, p.224; Shaugnessy and Zechmeister,
1997, pp. 347-348 Ware and Brewer, 1988, pp. 39-41). In this
study we aim to achieve this measurement.

Some works (Gottman and Rushe, 1993, Speer 1992, 1993 and
Hsu 1995) have proposed ways to achieve this measurement in or-
der to estimate when there will be a reliable change for a person,
through an appropriate correction. (e.g., double the error of mea-
surement or of the error of prediction.) In our view, two questions
remain unresolved: 1) If It has applied a treatment to an extreme
group in one variable: is that correction independent of the way
subjects select? 2) Should It take into account regression toward
the mean when carrying out the testing of statistical hypotheses?
The objective of this study is to respond to these two questions.

This will be achieved by studying the phenomenon through simu-
lation.

Extreme groups. Let us suppose that we select people to form
part of a treatment group due to their having obtained extreme va-
lues in a test. The majority of those selected will be genuine ex-
treme value subjects, but some will be included because the errors
of measurement were high. In the second measurement they will
return to their true, lower values. This deviation is confounded
with the effect of the intervention. Obviously, the higher, the value
of the selection the greater will be the errors. Those writing in Re-
search Methods.

Testing of statistical hypotheses. Let us suppose that we have
c a rried out the psych o l ogical intervention and that we have ob-
tained the pre and post measures. We ap p ly a diffe rence of me-
ans test, with rep e ated measures. If regression towa rd the mean
has introduced an effect that adds to the effect of the tre at m e n t ,
we will have to take it into account in the analysis. Should we
c o n t i nue to assume that the diffe rence of the means of the nu l l
hypothesis is ze ro? We propose that it is necessary to re a n a ly ze
the data, assigning to the diffe rence of means of the hy p o t h e s i s
the value of the regression effect- in our case, obtained in the si-
mu l ation. Th at is, if the intervention is effe c t ive the mean of the
post-test scores would be gre ater than the pre-test plus the effe c t
of regression. 

Finally, the simulation will create thousands of situations like
those described. We shall measure the pre and post-test scores, the
extent of the effect of regression and the appropriate way to correct
the statistical hypothesis test.
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Method

In order to evaluate the effect of regression toward the mean we
carried out a simulation of a pre-post design, with a single group,
in which the treatment was null.

Basically, the simulation followed these steps: 1) First measu-
rement (pre): A group was created in which the subjects belonging
to it had a score equal to or greater than a selection value in a fi-
xed test. In this way, the first measurement defined an extreme
group; 2) Second measurement (post): Using the same test, for
each one of the subjects in the group defined in the previous step,
a second measurement was taken. The differences between the pre
and post measurements were then calculated.

Both in the simulation phase and in the analysis of the diffe-
rences found we have followed the assumptions of the classical
theory of tests (Gulliksen, 1950; Lord and Novick, 1968). We pre-
sent these assumptions below, with the object of explaining how
they affect the differences between the measures, and how they de-
termine the way in which the simulation is carried out.

1. The test is not perfect: errors are made in the measurement.
The test produces an empirical score (X), which can be broken
down into a true score (V) and an added error (E) associated with
the measurement.

2. Given that the treatment between the two measurements is
null, the true score (V) is maintained constant for each subject and
for each measurement.

3. The true score (V), error of measurement (E) and empirical
score (X) are random variables with known distribution and para-
meters.

4. The errors of measurement (E) are independent of the true
score (V).

5. The errors of measurement associated with the second mea-
surement are independent of the errors associated with the first.

6. The error is a normally-distributed random variable with pa-
rameters µE=0 and σE.

From these assumptions it can be concluded that the difference
obtained between the pre and post depends exclusively on the
errors. In the pre-test measurement the score obtained for the sub-
ject ith is equal to:

(1)    x i1=vi1+ei1,

whilst the post score obtained is:

(2)    x i2=vi2+ei2

The difference for the subject ith is:

(3)    d i=xi1-xi2

In accordance with the second assumption and equations (1)
and (2), equation (3) is expressed as:

(4)    d i=ei1-ei2

Thus, the difference found for the subject ith depends exclusi-
vely on the errors of measurement. There will be a regression to-
ward the mean effect if the difference is positive. In order to quan-
tify this effect we need to know the errors committed in the two
measurements.

In an empirical work it is not possible to know with precision
the errors committed, but they can be known exactly in a simula-
tion process. Thus, the simulation of the pre-test measurement was
carried out in the following way:

1. In accordance with the third assumption, we obtained ran-
domly a true score v i1.

2. In accordance with the sixth assumption, we obtained ran-
domly an error of measurement e i1.

3. If the sum vi1+ei1 is superior to a selection value the scores
vi1 and ei1 are accepted. If not, new values of V and E are taken.

For the post-test measurement, and in accordance with the se-
cond assumption, it was only necessary to randomly take values of
the error. We thus obtained ei2 .

At the end of the simulation we obtained, for each subject be-
longing to an extreme group, three scores:1) True score, 2) Error
committed in the pre-test measurement, and 3) Error committed in
the post-test measurement. The difference, for each subject, bet-
ween the empirical pre and post measurements was equal to the
difference ei1-ei2; this magnitude indicates the effect of regression
toward the mean (KR).

In accordance with what we have presented up to now, for carr-
ying out the simulation it is necessary to know: 1) fV(v): Function
of the density of probability of the true scores, 2) fE(e): Function
of the density of probability of the errors, and 3) Selection value
for defining the extreme group. In addition, it is necessary to de-
termine the size of the group (n) and the number of groups (N).

In the study described here three tests were used, WAIS, MM-
PI (depression), EPI (extroversion, males). The fV(v) and fE(e)
were obtained from the test manuals. For each test we carried out
a simulation with an n equal to 30 and an N equal to 10,000, and
three selection values that defined the extreme group. Table 1
shows the values of µ and σ for each fX(x), fV(v) and fE(e). The
selection values (expressed in standard and empirical scores) ap-
pear in Table 2.

The simulation was carried out using a PC, by means of a pro-
gram in C language designed by the authors.

Results

At the end of each simu l ation (test x selection value) means and
s t a n d a rd dev i ations of empirical scores for the conditions pre, post
and diffe rence pre-post we re obtained. This data is shown in Table 2.

Analysis of the results for correcting the effect of regression to-
ward the mean. This section can be more easily followed by refe-
rring to Figure 1.

We call regression sampling distribution/Ho (H0:µpre-µpost=
KR) that which is obtained with the simulation and standard sam-
pling distribution/Ho (H0:µpre-µpost= 0), that assumes that the dif-
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Table 1
Parameters of the Simulation

Test

Variables WAIS MMPI EPI
(depression) (extroversion, M.)

µX 100 21.36 10.72
σX 15 3.99 3.96
σV 14.621 4.61 3.245
σE 3.35 2.31 2.27



ference of populational means is zero. The analysis consists in ma-
king two calculations: 1) Using KR, the calculation of the proba-
bility of rejecting the null hypothesis of no difference when in fact
it is correct (type 1 error); 2) Using KR, the calculation of the alp-
ha we would have to use under H0:µpre-µpost= 0 in order to main-
tain constant the probability of committing a type 1 error. We shall
continue by demonstrating how these calculations were made for
one case:

DATA: Test= WAIS; selection value z= .67; one-tailed alpha le-
vel of .05, z= 1.64; H0:µpre-µpost= 0; H0:µpre-µpost= KR= .94; σ=
.86 (see Table 2).

1. Probability of committing a type 1 error

1.a. (D ˜-0)/.86= 1.64; D̃ = 1.4104; this implies that, under the
usual hypothesis H0:µpre-µpost=0, if we find a pre-post difference
greater than 1.4104 we reject the zero difference, concluding tha t
the intervention has been significant.

1.b. p(z > ((1.4104-.94)/.86)= .2922; this implies that, under the
hypothesis H0:µpre-µpost=KR, the probability of finding pre-post
differences greater than 1.4101 is in fact .2922 (not .05). In order
to calculate the probability of type 1 error, it is necessary to sub-
tract .05, given that the values of the distribution/H0:µpre-µpost=KR
in the right tail, with a probability equal to or greater than .05, are
also rejected under H0:µpre-µpost=0.

2. Alpha corrected

2.a. (D̃-.94)/.86 = 1.64; D̃ = 2.3504; this implies that, under the
hypothesis H0:µpre-µpost=KR, if we find a pre-post difference gre-
ater than 2.3504 we reject the zero difference, concluding that the
intervention has been significant.  

2.b. p(z > ((2.3504-0)/.86)= .003138; this implies that, under
the hypothesis H0:µpre-µpost=0- that which is used by the resear-

cher-, we must correct the alpha to .003138 so that the rejection
value is 2.3504. This allows us to maintain the probability of type
1 error at .05.

These two calculations (1 and 2), (see Table 3), show the pro-
bability of type 1 error and the necessary correction, for the tests
studied and the selection values employed.

C o rrection of regression effect for other tests. We studied
this pro blem for the selection value z=.67, given that it is mo-
re frequent and that more ex t reme values invo l ve gre ater diffi-
culties for re s e a rch e rs. With the data obtained we have cons-
t ructed Fi g u re 2, wh i ch re l ates the corrected alpha with
S2e / S2x of the test. We have used as asymptote the case of
S2e / S2x=0, in wh i ch the corrected alpha coincides with the ini-
tial alpha (.05).
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Table 2
µ y s of the Simulated Sampling Distributions of the Means

Test

Selection value WAIS MMPI EPI

z=.67 Xmin=110.05 Xmin=24.45 Xmin=13.37
Pre µ =119.01, σ =1.37 µ = 27.20, σ =.41 µ =15.74, σ = .36
Post µ =118.07, σ =1.54 µ =25.74, σ =.63 µ =14.08, σ =.58
Difference µ = .94, σ = .86 µ = 1.46, σ = .57 µ = 1.66,  σ = .55

z=1.28 Xmin=119.28 Xmin=27.28 Xmin=15.81
Pre µ =126.35, σ =1.11 µ = 29.46, σ =.35 µ =17.68, σ =.30
Post µ =125.04, σ =1.36 µ =27.43, σ =.62 µ =15.41, σ =.58
Difference µ = 1.31, σ = .86 µ = 2.03, σ = .56 µ =2.27,  σ = .55

z=1.67 Xmin=125 Xmin=28.17 Xmin=16.26
Pre µ =131.22, σ =1.01 µ =30.21, σ =.33 µ =18.06, σ =.29
Post µ =129.67, σ =1.29 µ =27.99, σ =.61 µ =15.64, σ =.57
Difference µ = 1.55,  σ = .86 µ = 2.22,  σ = .56 µ = 2.42, σ = .55

z=2.05 Xmin=130.00 Xmin=29.54 Xmin=17.37
Pre µ =135.60, σ =.92 µ =31.39, σ =.30 µ =19.01, σ =.27
Post µ =133.82, σ =1.21 µ =28.88, σ =.60 µ =16.29, σ =.57
Difference µ = 1.78, σ = .86 µ = 2.51, σ = .56 µ = 2.72, σ = .55

Note: Difference = Pre - Post

Standard Regression effect

Pre-post difference of means

-4 -2 0 2 4 6a b

Figure 1: The standard model is that used to check H0:µpre-µpost=0. The re -
gression model is obtained by simulation for a specific case: H0:µpre-
µpost=2. When we obtain pre-post values between (a) and (b) we reject H0
with the standard model. The correct conclusion would be to accept it, gi -
ven that there is a regression effect that has displaced the distribution



If we consider that the reliability of other tests may be betwe-
en the values studied (.95 to .67), the general graph of Figure 2
makes interpolation difficult. With the object of showing in more
detail the interpolations between the values studied we have cons-
tructed Figure 3 for tests with S2e/S2x between 0.05 and 0.33.

Discussion

Concerning the first objective of this study: the independence
of possible corrections in the post scores with respect to the selec-
tion point of the subjects. The correction would be independent if
KR were constant for all the different selection points. As can be

observed from the data in Table 2, the KR (difference pre-post) in-
creases as the selection value increases (e.g. for the MMPI, from
1.46 to 2.51).

Concerning the second objective of the study: consequences
of the KR in the testing of statistical hypotheses. These conse-
quences have been studied in terms of the modification of the ty-
pe 1 error committed in the testing. As can be observed from the
data in Table 3, extensive modifications are produced which de-
pend on the reliability of the test and on the selection point (e.g.
for the EPI/z=.067 p(type 1 error)=.90).

C o n c e rning the third objective: correction of the regre s s i o n
e ffect. The effect is corrected by modifying the alpha in the
testing of hypotheses (Table 3). To be able to make this modi-
fi c ation it is necessary to know KR, wh i ch we have ascert a i n e d
by means of the simu l ation. For other tests, we have constru c-
ted Fi g u res 1 and 2. With the value of S2e / S2x of the test, we
can make an ap p rox i m ate estimation of the value of alpha we
must use in order to maintain constant the pro b ability of type
1 erro r.

Other conclusions: a) the data obtained supports the proposals
of Speer (1993) and Hsu (1995) that the magnitude of the correc-
tion (KR) should be inversely proportional to the reliability of the
test; however, the values proposed are greatly superior to those
found in the simulation, so that these proposals are quite conser-
vative and difficult to fulfill. We found for the MMPI-selection va-
lue z=2.05, α=.05-a critical difference/ H0:µpre-µpost=0 of D̃ =3.43;
on the other hand, they would propose as critical difference dou-
ble the standard error of measurement, 2x4.61=9.22. b) The com-
bination of low reliability and a high cut-off point is dramatically
manifested in a regression effect which causes the post-test empi-
rical mean to be inferior to the selection value (e.g. EPI/z=2.05;
Xmin=17.37; µpost=16.29) (see Table 2).
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Table 3
Measure of the Regression Toward the Mean Effect Asociated to the

Selection Value

Test Z % p(type Corrected
1 error) Alpha

WAIS 0.67 25 0.2422 0.00314
1.28 10 0.4035 0.00078

µ=100 1.67 4.75 0.5145 0.00029
σ=15; σE=3.35 2.05 2.28 0.6163 0.00010

MMPI 0.67 25 0.7716 1.33 10-5

Depression 1.28 10 0.9264 7.01 10-8

µ=21 1.67 4.75 0.9399 1.05 10-8

σ=4.61; σE=2.31 2.05 2.28 0.9478 4.62 10-10

EPI 0.67 25 0.9049 1.60 10-6

Extroversion, M. 1.28 10 0.9918 4.04 10-9

µ=10.72 1.67 4.75 0.9962 7.71 10 -10

σ=3.96; σE=2.27 2.05 2.28 0.9993 2.27 10-11
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Figure 2: Variation of the corrected alpha in function of the error of mea -
surement of the test
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Figure 3: Figure for estimating the corrected alpha. Situate the value
S2e/S2x of the test on the x-axis. Plot a perpendicular cutting the curve.
Plot a horizontal cutting the y-axis. Interpolate. (Calculations for a selec -
ted value z=.67 and for tests with rxx between .95 and .67)



Final note: the simu l ation pro c e d u re has shown itself to be of
gre at utility for demonstrating the regression towa rd the mean ef-
fect and its measurement. In re s e a rch using the pre-post design
with ex t reme groups, the fa i l u re to correct this effect will invo l ve
a high pro b ability of concluding that a psych o l ogical interve n t i o n

has been significant, when in fact this is not the case. For a ge n e-
ral solution to the correction of the regression effect it is neces-
s a ry to construct graphs such as that presented here for other se-
lection values, or to find an analytical solution that ex p resses the
value of KR.
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