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Factor analysis (FA) plays a central role in Mariano Yela’s 
remarkable work. First, as a student and young researcher in 
the late 1940s he worked with the leading experts in the fi eld 
(particularly Thurstone; see Yela, 1996a), becoming a skilled FA 
researcher. Once back in his home country, he introduced the 
technique into Spain and taught several generations of researchers 
and practitioners (Muñiz, 1995, 2021; Pascual et al., 1997). 
Finally, most of his own empirical research was based on FA. So, 
reviewing the evolution of FA from the late 1940s to the present 
day by taking Yela as a reference point seems well justifi ed. It is, 
however, a more complex task than it might fi rst appear.

One major initial problem is the wide scope of the content: 
FA has expanded considerably both at the methodological and 
the applied level, far outstripping the psychological domains 
from which it was created (e.g. Ferrando & Lorenzo-Seva, 
2017). To solve this problem, I decided to limit the review to 

(a) unrestricted or exploratory FA (EFA; I will use both terms 
indistinctly, although unrestricted is far more appropriate) that 
Yela focused on, and (b) the psychometric applications of FA that 
were the focus of Yela’s research and interests. I am reasonably 
sure that this second decision is correct. I had the pleasure to 
introduce Yela at a conference, and he explicitly defi ned himself 
as a psychometrician.

Starting with Wolfl e (1940), excellent reviews on the evolution 
of FA have appeared from time to time in the literature (Mulaik, 
1986; Cudeck & MacCallum, 2007; Mislevy, 1986). Good didactic 
presentations of the present state of the technique are also available 
in our country (Izquierdo et al., 2017; Lloret-Segura et al., 2014). 
So, a new, purely objective, review would not make much 
sense. Instead, I decided to base the review on my own personal 
standpoint and some of the remarks that Yela made on multiple 
occasions, most of which I fully agree with. Some readers might 
think that certain points that I stress here are not so relevant, while 
I do not even consider more important points. They might not 
agree with my position either, which is perfectly fi ne. My review is 
also very critical: I believe that the computational, methodological, 
and instrumental developments in FA have encouraged mindless 
applications of the technique in which the substantive and design 
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aspects of the research are grossly neglected. Omitting criticisms 
of this type would do a disservice to Yela’s work: he repeatedly 
insisted that the substantive bases and the research plan were the 
most important and diffi cult aspects of FA research, while the 
technical aspects were, by comparison, secondary and relatively 
easy (Muñiz, 1995; Yela, 1996b).

Restrictions aside, the review is admittedly too simplistic. The 
relevant literature I reviewed is rich in nuances, changes of opinion, 
or plain contradictions (to which I have added mine). Having made 
this caveat, the rest of the paper is organized as follows. First, I 
review the evolution of FA from the 1940s until Yela returned to 
Spain. Second, I review the period between 1950 and the end of 
the 20th century, during which time FA became a statistical method 
and CFA the dominant paradigm. I then take a short break during 
which I discuss some key points which are needed in order to 
assess whether the dominance of CFA is justifi ed. Finally, I end by 
discussing the current situation in the fi eld and attempting to make 
some recommendations.

A step back in time: FA during Yela’s formative years

In the small world of FA, the 1940s were exciting, controversial 
years. The most visible trend was that the group from Chicago –the 
Thurstonians as Mulaik (1986) refers to them– were clearly taking 
the lead over the group from London and imposing the correlated-
factors model over the British hierarchical models derived from 
Spearman’s theory. However, things were far more complex 
than that in this period. Also at Chicago University, Holzinger 
was developing the bifactor model in the purest British tradition. 
And other groups were making other important contributions. In 
particular, in Edinburgh, Lawley (1940, 1944) was working on 
two theoretical developments that would revolutionize the fi eld 20 
or 30 years later: The statistical estimation of FA by maximum 
likelihood (ML) and the FA of categorical variables.

Although his training was much broader, the period in which 
Yela was mainly infl uenced by FA was between 1946 and 1948 
when he was studying with Thurstone himself (Yela, 1996a). So 
it seems pertinent to start by reviewing the direction and aims of 
this group in order to get a (partial) idea of how things were at that 
time. Some facts may be a bit surprising given present views on 
FA.

The research carried out by the Thurstonians can clearly be 
qualifi ed as confi rmatory (Thurstone never believed in purely 
exploratory FA). So, they were actually using the unrestricted 
(exploratory) FA model to perform confi rmatory-oriented studies. 
More specifi cally, the typical research approach in this group 
involved (a) defi ning hypotheses about the number and structure 
of the factors, (b) selecting measures expected to refl ect the 
hypothesized factors, and (c) assessing the extent to which the 
rotated fi nal solution was in agreement with the initial hypotheses. 
In this schema, it is worth taking a closer look at stage (b): the 
designs and data-collecting plans were well thought out, and great 
care was taken to ensure that the factors were overdetermined, 
with multiple indicators each, that the measures were as pure as 
possible so that the simple structure was easier to obtain, and that 
they were also free from redundancies or shared specifi cities that 
could give rise to correlated residuals or ‘bloated specifi c’ factors. 
This way of working could perfectly be used as a guide today, 
and would also reveal the fl aws and weaknesses of many factorial 
studies at present.

The main limitation of this approach was that, at this time, 
unrestricted FA was still not in a position to rigorously assess 
either the dimensional (i.e. number of factors) or the structural 
(i.e expected structure) hypotheses required in confi rmatory 
research. Thurstone assessed them by eye, but was well aware 
that this was a limitation. Even so, the methodological research 
of the group never went in this direction: Thurstone regarded 
FA as a mathematical method, and testing the hypotheses above 
would have required taking a statistical, inferential view. In fact, 
Thurstone was explicitly against a statistical view of FA, because 
he considered that random sampling was inappropriate in this type 
of analysis, and that the best sample consisted of extreme examples 
of the factors under study (Butler, 1968).  

Overall, the contributions that the group had made by the end 
of the 1940s were impressive. In relatively few years, Thurstone 
developed (a) the equations of the multiple FA model, (b) the 
concepts of communality, uniqueness and the reduced correlation 
matrix, (c) oblique rotation and the concept of simple structure and 
(d) residual analysis in FA (see e.g., Bock, 2007; Wolfl ee, 1940; & 
Thurstone, 1947). In contrast, the purely technical achievements 
are, in my view, largely of historical interest. In particular, the 
rotation procedures proposed seem unnecessarily complex by 
today’s standards: rotation can be solved in much simpler ways 
(e.g., Browne, 2001; Lorenzo-Seva, 1999). 

Judging by his 1949 Psychometrika paper (Yela, 1949), Yela 
was at that time a technically skilled researcher, but much more 
importantly an independent thinker, with great curiosity, who did 
not comply (at least not all of the time) with the demands of his 
group. To start with, his initial interest was to reconcile the British 
and the American views, while Thurstonians tended to ignore or 
dismiss the Spearman-based hierarchical modelling. Second, he 
did not believe in a confi rmatory approach but rather thought that 
the task of FA was to discover structures rather than imposing them 
a priori: the eventual confi rmation of these structures would be 
then given by the replicability across different samples, methods or 
measures (García-Jiménez & Yela, 1995; it seems that he continued 
to think along these lines until the end). Finally, he made a far more 
thoughtful and deeper interpretation of the results than was usual 
in FA applications of the time.

If I had to assess everything that Yela brought with him on 
his return to Spain, I would fi rst consider the key methodological 
contributions summarized above. But perhaps of even greater 
signifi cance was the fact that he attached importance to what really 
mattered: the care that should be taken in the design and substantive 
basis of the study, and in the interpretation of the results. This 
distinctive attitude is in stark contrast with the trivialization that 
technical advances have generally brought. Finally, I should mention 
two basic Thurstonian principles that, in my view, are timeless and 
which should serve as a guide in any FA study (Thurstone, 1947): 
Firstly, that the art of FA is mainly to consider a reasonable minimal 
number of factors compatible with suffi ciently low residuals and, 
secondly, that inspection of the residuals is the soundest way of 
judging the appropriateness of an FA solution.    

 
Times are changing (1950-2000)

After various research visits abroad, Yela returned permanently 
to Spain around 1952 (Yela, 1996a). Far more authoritative voices 
than mine have discussed the enormous repercussions this decision 
had on Spanish Psychology, both in this volume (Muñiz, 2021) 
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and in previous papers (Muñiz, 1995; Pascual et al., 1997; Siguan, 
1994). As far as this review is concerned however, Yela became 
a teacher and a researcher who used the technique but did not 
directly contribute to the advances in this period. 

The two decades that followed Yela’s return witnessed another 
revolution in the small world of FA. However, it was of a very 
different type to the previous one. The bases of the controversies in 
the 1940s and the changes were theoretical and substantive. Those 
of the ensuing decades were methodological.

The main change that started in the 1950s was that FA gradually 
moved away from being seen as a mathematical and descriptive 
method to become more and more an inferential statistical method. 
In turn, the inferential approach took two main directions (e.g. 
Butler, 1968; Cliff & Hamburger, 1967; Jöreskog, 2007). In the 
fi rst, conventional statistical approach individuals were regarded 
as a sample from a hypothetical population, while the measures 
(tests or item scores) were considered to be fi xed. In the second, 
which is usually known as psychometric inference, tests or 
items were viewed as samples of measures from a large domain 
defi ned by all the hypothetical measures that could be developed 
for measuring the dimensions of interest. It now seems clear that 
statistical inference won the battle. However, some of the most 
original ideas in FA were developed from psychometric inference, 
and I do plan to focus some attention on it. In particular, I will 
focus on Guttman’s (1955) image analysis.

Guttman’s initial interest was to avoid indeterminacy in 
defi ning the common and unique parts of the FA model. However, 
this indeterminacy is closely related to the most fundamental 
indeterminacy in FA (and usually swept under the rug): that a given 
structural FA solution is compatible with an infi nite set of different 
individual scores on its factors (i.e. univocal measurement cannot 
be warranted from an FA model).

The approach taken by Guttman to avoid indeterminacy was to 
defi ne the common parts of the variables as the parts that can be 
predicted from the remaining variables in the domain by multiple 
regression, so the correlation matrix between these common parts 
(the image matrix) must be the basis of the FA. Note that Guttman’s 
defi nition refers to the population: it holds when the infi nite set of 
possible measures that defi ne the domain is considered. The image 
obtained with a given number of measures is a sample estimate.

The insights derived from this approach are now summarized: 
As the number of variables that defi ne each factor increases, and 
as the simplicity and accuracy of these variables improve, the 
image matrix gets closer and closer to the conventional reduced 
correlation matrix with proper communalities on the diagonal. And, 
more importantly, the infi nite sets of possible scores compatible 
with the solution are more and more similar to each other, up to 
the point that indeterminacy is nearly removed (Bollen, 2002; 
Ferrando & Lorenzo-Seva, 2018). For this to occur however, the 
indicators should be truly representative of the domain they aim to 
measure (Mulaik, 2010). 

So, where does this lead us? It seems clear. To reduce the ugly 
fl aws of indeterminacy, the variables must be carefully chosen 
to represent the domain they attempt to measure, they must be 
as factorially simple as possible, and they must have a small 
amount of measurement error. And, above all, each factor must be 
overdetermined, and defi ned by a suffi cient number of indicators. 
So, the solution lies in the design and not in the mathematical 
formulation, and the principles of the design are those set by 
Thurstone, to which Yela adhered all his life. 

We turn now to the statistical-inferential approach. As is usually 
the case, this approach was fi nally made to work by the early 
contributions. The equations for ML estimation of the factor model 
had already been provided by Lawley in the early 1940s. However, 
since the solution is iterative, both (a) an effi cient algorithm and (b) 
enough computational power were still needed to make it feasible 
(see e.g. Lawley & Maxwell, 1963). Howe and Schönemann (see 
Mulaik, 1986) made initial attempts, but it was Jöreskog (1967) 
who developed the general approach that, with improvements and 
refi nements, has lasted to this day. This approach provided not only 
ML estimates of the structural parameters, but also an inferential 
test of fi t for determining the number of common factors.

I shall discuss the main advantages of the statistical approach 
below. However, an important point noted by Jöreskog (2007) and 
which concerns the change of direction in FA may be appropriate 
here. Up to the 1960s, while FA was considered to be mainly 
a mathematical method, it was developed by psychologists 
(with a strong mathematical basis). For better or for worse, the 
statistical developments since then have been led by mathematical 
statisticians. 

The development of FA as a statistical model was the key 
that opened a Pandora’s box containing both blessings and evils. 
Once the hypothesis regarding the proper number of common 
factors was testable, only the hypothesis about the closeness to 
simple structure remained to be worked out. Bargmann (1957) 
had proposed an initial but intricate procedure (which Yela, 1968, 
explained in a far clearer way). However, Jöreskog (1969) realized 
that a much simpler test could be obtained by (a) specifying a 
priori as many parameters of the solution as possible, (b) fi tting the 
restricted pattern with ML and (c) assessing the appropriateness of 
the proposed solution with the associated test of fi t (note, however, 
that this test now jointly assesses two hypotheses: the correct 
number of factors and the relational structure). Confi rmatory factor 
analysis (CFA) was born. 

As is well known, since the early 1970s, the focus of both 
methodological and applied interest in the fi eld of FA changed 
from EFA to CFA. At the methodological level, developments in 
EFA slowed down and fi nally almost stopped. And, at the applied 
level, it was relegated to a minor role, to the point that it was 
viewed (at best) only as a rough preliminary step for “cleaning” the 
data before a “proper” CFA could be fi tted to it (e.g. Bollen, 2002). 
Ironically, this change took place in a period in which EFA was 
advancing in leaps and bounds: meaningful, powerful analytical 
rotation procedures that were also simple and clean were being 
proposed (Browne, 2001); semi-confi rmatory solutions based on 
target rotations were being rigorously developed and work was 
even started on goodness-of-fi t indices that would be used much 
later in structural equation modelling (Tucker & Lewis, 1973). In 
my opinion, it is doubtful that this abrupt change in priorities was 
a step in the right direction.

From a purely modelling point of view, there is no convincing 
reason to favour one type of FA over the other. In spite of the efforts 
many authors have made to emphasize their differences, EFA and 
CFA are not really different models, but different types of solutions 
within a common model that differ in the structural constraints 
they impose. This point has been repeatedly made in the literature 
(see Ferrando & Lorenzo-Seva, 2000 for a review) but even so, it 
does not seem to have had much impact. As a practical exercise 
I use in FA courses, I show that a rotated EFA solution can be 
fi tted by standard Structural Equation Modelling (SEM) programs 
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(such as LISREL, Mplus, or EQS) by specifying it as if it was 
a CFA solution with minimal constraints. Students are generally 
convinced that they are not dealing with different models.

Given the discussion above, it seems clear that virtually all 
the improvements that have taken place since Jöreskog’s initial 
proposals could have been applied to both EFA and CFA. So both 
types of solution could have evolved at the same time, could have 
been applied on equal grounds in substantive research, or could 
even have been combined in the same analysis. An interesting study 
by Jöreskog (1969), for example, obtains a mixed correlated-factor 
solution in which some factors are specifi ed by CFA constraints 
whereas others are determined by EFA rotation (Carlson & Mulaik, 
1993, made a similar combination). Nowadays, this “hybrid” use 
of EFA and CFA solutions is implemented (and so potentially 
feasible) in ESEM (Asparouhov & Muthén, 2009), but it would 
probably be hard to swallow for the dogmatic, rigid reviewers who 
are so common nowadays.

The main advantage that CFA has over EFA is that, because 
it is far more constrained, it is simpler, easier to estimate, more 
determinate, and potentially more stable. On the other hand, it 
is far less fl exible (Ferrando & Lorenzo-Seva, 2000; Gerbing & 
Hamilton, 1996), something that tends to be forgotten. Again, can 
the choice of CFA always be justifi ed by invoking the parsimony 
principle? As I see it, responding to this question requires us to 
consider some basic issues, which I discuss in the section below. 

 
Intermission: Some basic issues and considerations 

A review of the literature up to the 1970s clearly shows that 
the usual units of analysis in psychological EFA applications were 
test scores. In fact, EFA was explicitly considered to be a method 
designed to analyse a battery of tests (Tucker, 1983). When this 
is the case, the number of variables will necessarily be small to 
medium: obtaining a battery of, say 15 to 20 full-test scores is 
extremely demanding. Second, test scores can be made to be both 
highly reliable and considerably ‘clean’ and simple in the FA sense 
(e.g. Guilford, 1952). So, if it is designed well, the EFA of a battery 
of test scores is expected to provide a strong, replicable solution 
that approaches simple structure.

In the development of psychometric EFA applications, however, 
the units of analysis were changing more and more from test scores 
to item scores. In fact, EFA is viewed at present as a basic tool 
for assessing the dimensionality and internal structure of a set 
of items, which is indeed a key assessment in the process of test 
construction (Muñiz & Fonseca-Pedrero, 2019). So, it is instructive 
by contrast, to study how leading factorialists such as Guilford, 
Cattell, Eysenck, and Comrey, who were the fi rst to make the test-
item transition, developed their multidimensional measures. The 
impression one gets is that they took great pains to avoid the direct 
FA of their item banks. Common strategies were: (a) to analyse 
the bank in separate parts (e.g. on a scale-by-scale basis), (b) to 
undertake massive ‘cleaning’ and reduction of the initial bank by 
using conventional item analysis techniques, and/or (c) to group 
the items in parcels (facets, testlets, etc.) and use these parcels as 
units in the FA. Apart from the computational limitations of the 
time, there were good reasons for these strategies. To start with, 
an item bank is generally far bigger than a battery of tests. But, in 
addition, item scores are inherently unreliable and complex in the 
FA sense (e.g. Cattell, 1986). As a result, it is diffi cult to obtain 
strong factor structures on the basis of large sets of item scores 

(Tucker, 1983). Rather, solutions tend to be weak, complex, and 
diffi cult to replicate. And I want to point out that I am still talking 
about exploratory FA here.

While Jöreskog’s work on CFA was methodologically a 
breakthrough, at the applied level he continued with the test-
score-unit tradition: most early CFA applications consisted of 
analyses (or better re-analyses) of battery scores that came from 
good designs. In these conditions a CFA solution was expected to 
work quite well. Indeed, it was expected that most cross-loadings 
fi xed to zero were not exactly zero, just rather low. And, if the 
number of variables was not too large, the misspecifi cations would 
be tolerable (see Ferrando & Lorenzo-Seva, 2000). To sum up: If a 
well-designed battery of test scores is to be factor analysed, a CFA 
solution is likely the best choice there is.

For the reasons discussed above, however, trying to fi t a CFA 
solution to a large bank of item scores is an invitation to disaster 
or, as the saying goes, it would be like trying to force square pegs 
into round holes. In my opinion, the FA in this case should almost 
always be unrestricted and the appropriateness of the solution 
should be judged by criteria that go beyond pure model-data fi t (as 
I discuss below).

It should be clear by now that the idea that EFA should replace 
CFA and again become the dominant paradigm is, in my view, as 
ill-founded as the present dominant position that CFA is the only 
proper way to analyse any set of data. Different problems and 
different datasets require different tools, and skilled researchers 
should know which is the most appropriate for their research. What 
is more, as I discuss below, if the artifi cial EFA-CFA distinction is 
abandoned, the researcher will fi nd a continuum of possibilities 
ranging from a totally restricted solution to a fully unrestricted 
solution.

The distinction between test scores and item scores is a good 
illustration of how the nature of the data should guide the choice 
of the FA solution and method. So, I will continue along these 
lines. The choice will also depend on the metric properties of the 
scores. Test scores generally approach the continuity and linearity 
assumptions of the standard linear model. Item scores are clearly 
ordered-categorical and in principle, a non-linear model that treats 
them explicitly as discrete and bounded variables is theoretically 
more appropriate. However, things are not so simple. I have 
repeatedly discussed this issue elsewhere (Ferrando & Lorenzo-
Seva, 2014) and I shall not discuss it again here. 

A less common issue that I prefer to discuss instead concerns 
the ultimate aims of the analysis. When the units are test scores, 
then the main aim of FA is indeed to assess the dimensionality 
and relational structure among these scores: after all, the tests have 
already been scored. However, when FA is used for purposes of 
item analysis, the assessments of dimensionality and structure 
can only be considered as intermediate aims: what FA is doing 
now is calibrating a set of items that will form a test (Muñiz & 
Fonseca-Pedrero, 2019), and the ultimate aim of a test is some 
form of, generally individual, measurement (such as assessment, 
screening, classifi cation, selection, or change). If FA is indeed used 
in this way, the accuracy and validity of the individual factor score 
estimates derived from the calibration stage should be the most 
important properties required for assessing the FA model. 

Putting all this together, it should be clear that rigid “universal” 
positions are unacceptable. Thus, CFA will generally be the best 
choice for analysing a battery of tests, and the appropriateness of 
the solution should be mostly based on model-data fi t assessment. 
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EFA, on the other hand, will be far more suitable for analysing large 
sets of item scores with complex and relatively weak structures, 
and the properties of the scores derived from the analysis may be 
more relevant measures of appropriateness than pure goodness-of-
fi t assessment. 

Modern times: Where are we now?

From the very beginnings of CFA dominance, many practitioners 
have been aware that a restricted solution was generally too 
parsimonious for the complexity of their data (e.g. McCrae et al., 
1996). However, until well into the 2000s, they felt that they were 
preaching in the wilderness (see Ferrando & Lorenzo-Seva, 2000). 
Once the tide started to turn, however, developments in unrestricted 
FA were numerous and rapid, and, at present, the gap between EFA 
and CFA is fi nally closing. I would stress again, however, that the 
turn of the tide seems to have taken place only in methodological 
forums. At the applied level, CFA continues to be the preferred and 
inevitable choice: some inertias are hard to change. 

A summary of the developments in EFA in the 21st century would 
make for a complete article. So, my summary here will necessarily 
be incomplete. I will review improvements at two levels: internal 
and extended (to external variables or to multiple groups). 

The internal level refers to improvements within the basic 
EFA solution. The initial issue here is that of the estimation and 
testing procedures, and the summary is clear: EFA can be fi tted and 
assessed in the same ways as any structural equation model, and 
most of these ways have already been implemented in widely used 
packages (see Browne, 2001; & Ferrando & Lorenzo-Seva, 2017). 
Some refl ection is required, however, to appraise the relevance 
of these advances. If interest is mostly on the point estimates of 
the structural parameters, and, (a) the design is well thought out, 
(b) the sample is reasonably large, and (c) the structure is strong, 
then the practitioner will likely be disappointed, because the 
estimates obtained from using the more sophisticated procedures 
now available would be almost identical to those provided by the 
previous, far simpler approaches, something that Yela was well 
aware of (Yela et al., 1969; García-Alcañiz & Yela, 1980). This is 
because the theoretically superior procedures use more available 
information from the data and are more effi cient. However, 
virtually all the available procedures in EFA are consistent, 
which means that, if the model is reasonably correct, the different 
estimates will all converge towards the same values as the sample 
size increases. 

As I see it, the main advantage of statistically based estimation 
procedures such as ML or weighted least squares (WLS) is that 
they allow standard errors of the parameter estimates to be obtained 
analytically, and this is a substantial step forward in EFA usage. 
Standard errors allow confi dence intervals for loadings or inter-
factor correlations to be obtained, and these in turn allow important 
decisions to be rigorously made about such things as the salience 
of a loading or the convenience of an orthogonal rotation. Having 
said that, our choice in FACTOR (see Ferrando & Lorenzo-Seva, 
2017) was to obtain standard errors and confi dence intervals for all 
EFA estimates (including factor scores, reliabilities, and goodness-
of-fi t indices) using intensive re-sampling (Bootstrap) procedures. 
In this way, this important piece of information can also be obtained 
by using simpler estimation procedures (particularly ULS), which, 
in our experience, are more robust and stable with large datasets 
(particularly for categorical variables).

In addition to standard errors, statistical estimation of the FA 
models allows a rigorous model-data-fi t assessment to be performed, 
which theoretically avoids the use of approximate procedures and 
rules of thumb that have been the norm in EFA for many years. 
The initial proposals (Jöreskog, 1967; Lawely & Maxwell, 1963) 
consisted of developing a likelihood-ratio statistic that approached 
a chi-square distribution if (a) some key assumptions were met, 
and (b) the proposed model was correct in the population. This 
approach, however, had two main shortcomings. First, if the 
preliminary assumptions are not met (mainly that the variables 
are continuous and multinormally distributed), the distribution 
of the statistic can greatly depart from the reference distribution. 
Second, and more importantly, no FA solution is expected to be 
exactly correct in a population: rather, models are expected to be 
reasonable approximations. So, the null hypothesis of the test is 
always false, and will be unavoidably rejected as soon as enough 
power has been attained. The issue then is not to test whether the 
proposed solution is correct or not but rather whether it is a close 
enough approximation.

Goodness-of-fi t (GOF) SEM-based research has greatly evolved 
since the naïve initial proposals above. As for the fi rst limitation, 
robust corrections of the test statistic have been developed that 
closely approximate it to the reference distribution even when 
distributional assumptions are not met, or the effi ciency of the 
estimation procedure is less than expected. As for the second, 
numerous indices address different facets of fi t and allow close-fi t 
tests to be performed and measures of approximation error to be 
obtained. 

In spite of the valuable advances above, however, I believe 
that statistically-based GOF assessment is not the same as 
appropriateness assessment, but only a necessary condition. To 
explain this point, I would note that a weak and unstable solution, 
unlikely to be replicated in new samples, that provides indeterminate 
and unreliable scores can be compatible with acceptable fi ts in pure 
GOF terms. Many other authors have recognised this point and 
made proposals that go beyond pure model-data fi t (e.g. Rodríguez, 
Reise & Haviland, 2016). In the specifi c fi eld of EFA, we have 
developed a comprehensive proposal of this type that aims to assess 
(a) the strength, quality and replicability of the solution, and (b) 
the interpretability, accuracy and determinacy of the factor score 
estimates derived from it (Ferrando & Lorenzo-Seva, 2018). So, 
an acceptable EFA solution, must not only fi t acceptably in GOF 
terms, but must also be strong, clear and replicable, Furthermore, 
if the ultimate aim is individual measurement, it has to provide 
reliable and determinate score estimates. 

Still within the basic EFA solution I would like to mention 
two important improvements. First, improved estimates of the 
factor scores that (fi nally!) include standard errors and that use 
more information from the data (or prior, if appropriate) are now 
available (Ferrando & Lorenzo-Seva, 2016). Second, the procedures 
for transforming the initial solution (i.e. rotations) have evolved 
considerably, and there is now a range of choices that go from 
purely analytic rotations to target rotations with different levels of 
specifi cation (Browne, 2001). Hybrid solutions that perform a target 
rotation in which the target is initially derived analytically are also 
available (Lorenzo-Seva, 1999). Standard errors for the rotated 
loadings are available for any rotation procedure, and congruence and 
fi t measures for the solution obtained in the target rotations are also 
available (Lorenzo-Seva & Ferrando, 2020). Today the fl exibility of 
unrestricted FA as a semi-confi rmatory method is considerable.  
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Finally, I would like to consider extensions in which the 
“internal” EFA solution is embedded into a full SEM or 
generalized to multiple groups. To judge whether these extensions 
are really relevant, I would like to summarize the proposals that 
Yela made at the end of his career regarding the structure of 
intelligence (e.g. Muñiz & Yela, 1982; Yela, 1987). The proposal 
was an oblique hierarchical structure, with higher order factors 
that ended in a general factor. However, this structure is expected 
to vary in groups defi ned by age or cultural level. In some cases 
this variation will essentially maintain a common solution with 
different dominances. In others, the structure itself might change in 
the form of an increasing number of factors that are progressively 
differentiating. In any case, the structures obtained only reach 
psychological relevance if (a) they systematically appear across 
studies, and (b) can be validated via relationships to relevant 
external variables.

Now, let us translate these ideas to methodological terms, and 
consider what an FA solution would be required to accomplish 
in order to assess Yela’s substantive model. Clearly, we should 
be able to (a) estimate and fi t a higher-order EFA model at more 
than two levels. Furthermore, (b) this solution should be fi tted 
simultaneously in different populations, and different levels of 
invariance should be assessed. Finally, the idea that the rotated 
solution acquires most of its meaning when related to extra-factor 
variables implies (c) extending the measurement model to a full 
structural model (which includes criteria or relevant external 
variables). 

Extensions (a), (b) and (c) are fully feasible within a CFA 
approach, and this would be my recommendation for a study of this 
type: analyses should be based on test scores, and both the internal 
and external measures should be carefully chosen. However, we 
are dealing with EFA here. So, let us assume that we have to 
analyse a complex measurement structure (probably based on item 
scores). In principle, higher-order factoring which includes all the 
internal advances considered above is perfectly feasible within 
an EFA framework (Ferrando & Lorenzo-Seva, 2017). Multiple-
group analyses, and testing for different forms of invariance/
differentiation within an EFA solution is however a more complex 
issue. In theory, it can be performed via ESEM (Asparouhov & 
Muthén, 2009). It can also be approached by rotating the different 
solutions to a common solution that has both maximum simplicity 
and agreement, and assessing the degree of agreement (Lorenzo-
Seva, Kiers, & ten Berge, 2005). However, I believe that this issue 
is more naturally addressed within a CFA solution, and that further 
research for the EFA case is warranted. Finally, the full structural 
analysis based on the core EFA solution can be performed directly 
via ESEM (i.e. simultaneously estimating all the structural 
parameters) or indirectly via extension analysis (e.g. Devlieger, 
& Rosseel, 2017). In this last case, (a) factor score estimates are 
obtained from the EFA measurement part, (b) external variables 
are regressed on these estimates, and (c) the estimated structural 
regression parameters are corrected for attenuation. Because it is 
more complex but uses less information, this last approach has been 
traditionally considered inferior to the joint structural estimation. 
However it has at least two important advantages. First, it can 
be used even when the full model is not identifi ed or estimation 
becomes intractable or unfeasible in practice. Second, if the EFA 
core part has specifi cation errors, these errors will propagate much 
less to the structural part of the model (e.g. Gustafsson & Balke, 
1993).

    Discussion

At the methodological, technical, and instrumental levels, FA has 
evolved substantially since the 1940s. Furthermore, these advances 
have fi nally also reached EFA, which is no longer a “second-class” 
option within the SEM family. If the type of problem and the nature 
of the data require EFA to be used, it can be used with the same 
standards of quality and rigor as any structural model.

Given this scenario, it would have been easy for me to criticize 
Yela’s work from a purely technical, statistical, or “modern” view. 
After all, the maestro did not stop explaining the centroid method 
and graphical rotations from the beginning (Yela, 1956) to the 
end (Yela, 1997) of his career. And in his own research he tried 
advanced estimation procedures but usually ended up reporting 
principal axes estimates (e.g. Yela et al., 1969; García-Alcañiz & 
Yela, 1980; García-Jiménez & Yela, 1995; Muñiz & Yela, 1982). 
However, I would like to think I know better. Since statisticians 
took the lead, the advances in FA have become complex and 
technically demanding, but, at the same time, they have been 
implemented in programs that are more and more user-friendly 
and easy to use (well, some of them at least). And this contrast is 
conducive to creating a false sense of control and knowledge. My 
impression as a reviewer is that, in most cases, practitioners do not 
base the decisions they take on solid knowledge. Perhaps it would 
be a good idea to get back to basics and learn the fundamentals.

As elementary and repetitive as it may sound, the choice of 
methodological tools must be determined by the psychological 
problem one is trying to solve and by the nature of the data one is 
analysing. Other considerations are largely irrelevant. However, 
my impression is that in most cases the choices are based on 
the modernity or sophistication of the method, on the software 
available, or on pressure from ill-informed reviewers. As for this 
last remark, however, although it is easy to criticize reviewers, 
we should also consider that most of us play a double role as 
researchers and reviewers (he who is free from sin…).

The relevance of what I have said above is most important at 
present given the vast array of choices available. An FA can go 
from an independent-cluster, fully restricted solution, through an 
intermediate solution in which only a few key variables are specifi ed 
as markers, to a totally unrestricted solution. Furthermore, in any 
of the chosen options, residuals can be allowed to correlate. In this 
panoply of choices, the researcher must consider that the more 
restrictions that are freed, the more fl exible the model will become, 
and the more likely it is that statistical fi t will be good, but at the 
same time, it will become more complex, unstable and diffi cult 
to interpret and replicate. So, the choices have to be determined 
a priori and well founded. Blind post-hoc modifi cations are likely 
to capitalize on change and help to discredit the technique and the 
researcher. Browne (2001) is quite clear in this respect: an EFA 
solution is always superior to a heavily post-hoc modifi ed CFA 
solution (see also Gerbing & Hamilton, 1996).

My fi nal comments will again be based on one of Yela’s best 
known schemas. Generations of psychology students in Spain 
learned FA following the four basic phases in Yela’s books: 
Preparation, Factoring, Rotating, and Interpretation (Yela, 1996b). 
And this schema is useful for comparing the situation of FA at the 
beginning of the period reviewed and in the present day. The spirit 
of the 1940s was optimistic: There were important psychological 
problems to be solved, and it was thought that FA would contribute 
to fi nding solutions. So, most of the effort was devoted to the fi rst 
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and the fourth phases: carefully thought-out designs and thoughtful 
interpretations. Where things faltered was in the technique: EFA 
was neither up to the ambition of the design nor allowed for 
interpretations as rigorous as was desirable.

In contrast, and in my view, the present state of affairs refl ects a 
certain disenchantment, fatigue and routine. It is a scenario in which 
the undoubtable technical progress masks a scarcity of ideas, poor 
designs and superfi cial interpretations. As an involved party, I can 
predict that technical developments in FA will continue to evolve. 
Exactly how applications will evolve, however, I do not know, but 
I can summarize how I would like this evolution to be. It is time 
to re-pose relevant psychological problems, and to devote much 

of the research effort to planning good designs. The problem and 
the design would then determine the most appropriate technique 
to be selected (in Muñiz’s words: as demanding and sophisticated 
as it takes), and the researchers themselves are responsible for 
acquiring profi ciency in the required technique. One thing, 
however, is clear (at least to me); a good design analyzed with a 
modest technique that the researcher knows well is far superior to 
the latest and most sophisticated technique which the researcher 
does not fully understand, and which masks a poor, convenience 
design. As researchers, practitioners and reviewers, we should 
therefore reread Yela. This is the best recommendation I can make 
to close this article.
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