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nn panish Psychology is in good health, both from an academic and professional point of

view. This assertion is backed up by numerous indicators, such as the scientific
production of our researchers, the fifty-five centres currently teaching psychology
studies, or the more than fifty thousand members who make up the National
Association of Psychologists. Not forgetting the recent milestone that has been the
creation of the Psychology Academy of Spain. Of course, it has not been completely
problem-free, but the path taken by Spanish psychology in recent decades has been
astonishing. This special issue is our small contribution, which aims to show the

progress of psychological assessment in different areas, from the point of view of the young, but highly
qualified, researchers, upon whom the near future of Spanish psychology will depend. The contributors are
notably scholarship holders of the Formación del Personal Investigador (FPI) [Research Staff Training]
Program, assistant lecturers and contract doctors, postdoctoral students, psychologist intern residents (PIR),
and university professors of the latest generation. They all belong to Spanish and foreign research groups,
and in most cases have managed to establish a close and fruitful collaboration between the applied field and
academic research. It will fall to them to build the Spanish psychology of the future. Of course, they are not
all here, this monographic issue has no more space, but the sample is reasonably significant and clearly
testifies that the future of Spanish psychology is in excellent health.

The studies included in this special issue were selected by Eduardo Fonseca Pedrero, Associate Lecturer at
the University of La Rioja. The main idea was to choose rigorous and current studies, in different substantive
areas, which were led by young researchers.

The first study, conducted by Davinia Fernández Espejo, analyses and discusses the main progress in
assessing state of consciousness, from standardised clinical assessment scales to advanced neuroimaging
techniques. Next, Javier Ortuño Sierra, Eduardo Fonseca Pedrero, Félix Inchausti and Silvia Sastre i Riba
present a review of the Strengths and Difficulties Questionnaire (SDQ) in the child-youth population. This is
followed by Beatriz Lucas Molina, Alicia Pérez Albéniz and Marta Giménez Dasí, who analyse the current
situation and discuss future challenges in the assessment of cyberbullying. Meanwhile, in fourth position, the
team of Nuria Ordóñez Camblor, Eduardo Fonseca Pedrero, Mercedes Paino, Leticia García Álvarez, Juan
Pablo Pizarro Ruiz and Serafín Lemos Giráldez contribute a review of the evaluation of early traumatic
experiences. In fifth place, José Luis Carballo, Ainhoa Coloma   Carmona, Dana Mrozowicz Gaudyn, Verónica
Vidal Arenas, Carlos van-der Hofstadt and Jesús Rodríguez-Marín highlight the increase in the prescription
of opioid analgesic drugs and the negative consequences associated with their inappropriate use, presenting
a proposal for the psychological assessment of the abuse of such substances. In the sixth study, Sergio
Fernández Artamendi and Sara Weidberg López discuss some of the main advances in the assessment of
addictions. Seventh, Ignacio Pedrosa and Javier Suárez Álvarez address the difficult problem of assessing the
entrepreneurial personality, analysing the current state of the question and posing some future directions for
the research in this field. Eighth, Isabel Benítez takes us through the present and future methodological
challenges in the evaluation of quality of life. Finally, Ana María Ruiz Ruano and Jorge López Puga present
an excellent introduction to the statistical program R, a free environment for statistical analysis which may be
useful for psychological assessment in clinical and/or research settings.

We hope that the studies included in this special issue are of interest to both psychology practitioners and
the readers that are more focused on research, since these two aspects, research and practice, are two sides
of the same coin. Psychological research is carried out with the idea that one day the results will be applied
to help people, and responsible professional practice must be based on empirical evidence from rigorous and
replicable research. In summary, research and practice must walk hand in hand, enriching each other
mutually; this is the only guaranteed formula for building rigorous and respectable psychology as a science
and as a profession.
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efining consciousness and understanding its nature is one of
the great challenges of contemporary neuroscience. Although
the scientific community does not have a universally accepted

definition of consciousness, the field of clinical neuroscience uses an
operational definition that can be utilised in the bedside examination of
the patient (Laureys, Perrin, & Bredart, 2007). In this context, con-
sciousness is considered to be a complex system with two key dimen-
sions: the level of consciousness or alertness (known as ‘wakefulness’ in
the literature), and the content of consciousness or consciousness per se
(known as ‘awareness’ in the literature) (Plum & Posner, 1982). The
former refers to a state in which the eyes are open and there is a motor
response. The latter encompasses both self-awareness and awareness
of the environment, and refers to the ability to have subjective experi-
ences of any kind. These two dimensions are related to very different
brain mechanisms and networks. The level of consciousness depends
on the ascending reticular activating system and its cortical connections
(Parvizi & Damasio, 2001), while the content of consciousness depends
on complex cortical-cortical and subcortical-cortical networks, which
are not yet fully understood (Schiff, 2008). Because of the hierarchical

relationship between these two systems, it is considered that a patient

must have some preservation of the structures of wakefulness in order

to have subjective experiences (awareness). Conversely, a patient may

be alert but it should not be assumed that they are therefore aware of

ADVANCES IN THE ASSESSMENT OF DISORDERS OF CONSCIOUSNESS:
THE ROLE OF BEDSIDE ASSESSMENT AND NEUROIMAGING

TECHNIQUES IN THE DIAGNOSTIC PROCESS
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El estado vegetativo se define clínicamente por la falta de conciencia de uno mismo y el entorno, junto con el mantenimiento de funciones
básicas como la respiratoria, cardiaca, o los ciclos de sueño y vigilia. Se trata de pacientes incapaces de reaccionar de un modo intencional
a la estimulación externa y que no manifiestan ninguna capacidad comunicativa. Estudios recientes han demostrado que en torno al 40% de
estos pacientes han sido incorrectamente diagnosticados y se encuentran, en realidad, conscientes. Sin embargo, en los últimos años se ha
producido una revolución en las herramientas disponibles para evaluar a estos pacientes. El presente artículo tiene como objetivo discutir el
papel de las escalas de evaluación clínica estandarizadas, así como técnicas avanzadas de neuroimagen, en la reducción del alarmante error
diagnóstico. Se revisarán el alcance y las limitaciones de cada aproximación para identificar signos de conciencia externos o encubiertos, y
se presentará evidencia a favor de una evaluación multimodal, combinando la información clínica, estructural y funcional para garantizar el
diagnóstico correcto en cada caso individual.
Palabras clave: Alteraciones de conciencia, Evaluación clínica, Resonancia magnética.

Patients in a vegetative state are considered to lack awareness of themselves or the environment, but preserve respiratory and cardiac functions,
as well as sleep/wake cycles. These patients are incapable of producing intentional responses to external stimulation and do not demonstrate
any communication skills. Recent studies have shown that around 40% of vegetative state patients have been misdiagnosed. However, in recent
years there has been a revolution in the tools that are available for the assessment of these patients. The objective of this article is to discuss the
role of behavioural scales, as well as advanced neuroimaging techniques, in reducing the misdiagnosis rate. We review the scope and
limitations of these approaches for the identification of overt and covert signs of awareness, and we present evidence to support a multimodal
assessment that combines information from behavioural, structural, and functional imaging tools to ensure an accurate diagnosis for each
individual patient. 
Key words: Disorders of consciousness, Clinical assessment, Magnetic resonance imaging.
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FIGURE 1

DIMENSIONS IN ASSESSING DISORDERS OF CONSCIOUSNESS,
AND TECHNIQUES OF CHOICE FOR THE DIFFERENTIAL

DIAGNOSIS ON EACH AXIS

* Figure based on Monti, Coleman, & Owen, 2009 (with important modifications and
including additional information).
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themselves and their environment. This dissociation is crucial in under-
standing altered states of consciousness in patients who have suffered a
severe brain injury (see Figure 1). 

The most common causes of such injuries are traumatic brain injury
(TBI) and hypoxic-ischemic encephalopathy (HIE) (The Multi-Society
Task Force on PVS, 1994). The TBI that lead to severe consciousness
disorders are often related to traffic accidents, although also, to a lesser
extent, to falls or assaults. HIE, however, occurs after a prolonged lack
of oxygen, in most cases after cardiorespiratory arrest, but also after
drowning, carbon monoxide poisoning, etc. (The Multi-Society Task
Force on PVS, 1994). Thanks to advances in emergency medical care,
the widespread use of assisted ventilation and the presence of defibril-
lators in public places, a large number of patients survive both types of
accidents today (Fernandez-Espejo & Owen, 2013). However, because
of the extreme gravity of the accidents, many patients sustain severe
brain injuries and enter a phase of coma.

A coma is an acute state (usually lasting a few days or weeks), in
which the patient shows no signs of wakefulness or awareness: there is
no spontaneous eye opening and the patient cannot be awakened with
the application of vigorous sensory stimulation (Plum & Posner, 1982).
Once the phase of the coma has passed, some of the patients regain
consciousness and evolve favourably (albeit with cognitive sequelae of
varying severity). A significant percentage of them, however, come out
of the coma (open their eyes) but do not regain consciousness and fall
into what is known as a vegetative state (VS).

Unlike the coma, the VS is defined by the preservation of wakeful-
ness, manifested by the presence of sleep-wake cycles in the absence of
consciousness (Jennett & Plum, 1972). These patients regain their auto-
nomic function, the ability to regulate their breathing and heart rate
without the aid of mechanical ventilation, but they do not react inten-
tionally to stimulation, they do not respond to simple commands, and
they do not have any communication skills (Royal College of Physicians,
2003). It is therefore considered that they are not aware of themselves
or their surroundings. The VS is considered persistent when the patient
remains unchanged one month after the accident, and permanent when
no improvement has been recorded after 12 months after the TBI, or
3/6 months (according to American and British standards, respectively)
in cases of HIE (Royal College of Physicians, 2003; The Multi-Society
Task Force on PVS, 1994). Once the diagnosis of a permanent VS has
been reached, it is considered that this state is irreversible and there is
no possibility of recovery. 

Before reaching the criterion of permanent, some patients begin to
show fluctuating but clear signs of awareness and progress to what is
known as a minimally conscious state (MCS) (Giacino et al.,
2002). This category includes a heterogeneous group of patients, who
at the bottom of the spectrum are able to follow a moving object with
their eyes, and at the top are able to follow simple commands. In cases
where there are no concomitant pathologies that reduce life expectan-
cy, the patient may survive in a VS or MCS for decades. Some patients
begin to be able to use everyday objects such as a cup, or a comb, or

they manifest functional communication skills (i.e., they are able to re-
spond to basic situational questions correctly). It is considered in this
case that the patient has emerged from the MCS (Giacino et al., 2002),
and would go on to receive a complete neuropsychological examina-
tion to determine the profile of the cognitive sequelae and, in cases
where it is deemed appropriate, to design the rehabilitation program
(Rosenbaum & Giacino, 2015; Royal College of Physicians, 2013).

At present there are no official statistics on the incidence or preva-
lence of disorders of consciousness partly because, with the exception
of the coma, these clinical conditions are not listed in the International
Classification of Diseases (ICD-10-ES, 2016 version1). In 2005, it was
estimated that there were 46 new cases of VS patients per million in-
habitants in the United States; and 14 per million inhabitants in the UK
(Jennett, 2005). However, these data are based solely on trauma cases,
since non-trauma cases have a more varied etiology and are referred
to different specialists, making them difficult to identify. Although in
Spain we do not have official figures for VS or MCS, in 2003 the Insti-
tut de Neurorehabilitació Guttmann estimated an annual incidence of
TBI result ing in severe disabil i ty of 20 cases per 100,000
inhabitants/year (Alberdi Odriozola, Iriarte Ibarrán, Mendía Gorosti-
di, Murgialdai, & Marco Garde, 2009). With regards to the preva-
lence, several studies in Austria, the Netherlands and France have
recently described the existence of between 0.2 and 6.1 VS patients,
and 1.5 MCS patients per 100,000 inhabitants (Lavrijsen, van den
Bosch, Koopmans, & van Weel, 2005; Pisa, Biasutti, Drigo, & Barbone,
2014; Saout et al., 2010). These figures are useful as a reference, but
they cannot be easily extrapolated to other countries, among other rea-
sons because there are important differences in the decisions concern-
ing the termination of life in the acute phase, in cases such as these
where the patient has catastrophic injuries. Although the incidence and
prevalence are relatively low, the social, family and economic impact
associated with the care of these patients is extremely high (Moretta et
al., 2014), so it is necessary to carry out a proper assessment to identi-
fy the cognitive functions that the patient has preserved or lost, in order
to ensure a good allocation of the resources. In the sections below, a
critical review will be presented of the options available for diagnosing
patients with disorders of consciousness in the areas of clinical assess-
ment, as well as structural and functional neuroimaging. The most im-
portant contributions of each area will be discussed as well as the
scope and limitations for identifying both overt and covert signs of
awareness. Finally, this paper will argue the need for a multimodal as-
sessment of patients with disorders of consciousness in order to ensure
a correct diagnosis in each individual case.

CLINICAL ASSESSMENT OF DISORDERS OF CONSCIOUSNESS
Currently there are no objective biomarkers or laboratory analysis to

determine whether a patient is or is not aware of themselves or their
environment. The differential diagnosis of VS and MCS is based solely
on the clinical examination of the patient, and observing the behaviour-
al repertoire that they are capable of displaying; both spontaneously
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and in response to external stimulation provided by the examiner (Roy-
al College of Physicians, 2003). The main function of the clinician is to
determine whether the behaviours the patient displays are reflexes or
whether they in fact indicate that the patient is able to interact intention-
ally with the environment. It is extremely complex to determine whether
a behaviour is a reflex or voluntary, and in many cases the diagnostic
process is further complicated by the presence of concomitant motor or
language deficits that hinder the assessment (Majerus, Bruno,
Schnakers, Giacino, & Laureys, 2009; Majerus, Gill-Thwaites, An-
drews, & Laureys, 2005; Schnakers et al., 2015). In two studies in spe-
cialised neurorehabilitation centres in the US and the UK in the 90s, it
was found that, due to these difficulties, 37% and 43% (respectively) of
patients admitted with a diagnosis of VS had been incorrectly diag-
nosed. When these patients were re-evaluated by qualified personnel
with experience in the diagnosis of disorders of consciousness, signs of
partial consciousness were identified, or in some cases even complete
consciousness (Andrews, Murphy, Munday, & Littlewood, 1996; Childs,
Mercer, & Childs, 1993). The authors pointed to a lack of familiarity
with the diagnostic criteria, and a lack of standardised assessments as
being primarily responsible for these errors. 

After these studies, the scientific and clinical communities agreed in
recommending that the classic bedside examination is not sufficient to
diagnose these patients, and it is necessary to use standardised batter-
ies and to incorporate family and caregivers into the process (Bernat,
2006; Gill-Thwaites, 2006). In 2010, The Brain-Injury Interdisciplinary
Special Interest Group, Disorders of Consciousness Task Force was es-
tablished during the American Congress of Rehabilitation Medicine,
with the aim of reviewing the scientific literature and formalising a rec-

ommendation of diagnostic scales, based on their content validity, di-
agnostic validity, reliability and prognostic value (American Congress
of Rehabilitation Medicine, Brain Injury-Interdisciplinary Special Interest
Group, Disorders of Consciousness Task Force et al., 2010). The main
conclusions were that the only scales that were adequate for diagnos-
ing patients with disorders of consciousness are the following: the Co-
ma Recovery Scale-Revised (CRS- R) (Giacino, Kalmar, & Whyte,
2004), the Sensory Stimulation Assessment Measure (SSAM) (Rader &
Ellis, 1994), the Wessex Head Injury Matrix (WHIM) (Shiel et al.,
2000), the Western Neuro Sensory Stimulation Profile (WNSSP) (Ansell
& Keenan, 1989), the Sensory Modality Assessment Technique
(SMART) (Gill-Thwaites, 1997) and the Coma/Near-Coma Scale
(CNC) (Rappaport, 2005) although the recommendation of this latter
scale was with reservations. At the same time, they spoke out against
the use of other scales that are widely used in neurological practice,
such as the Full Outline of UnResponsiveness Score (FOUR) (Wijdicks,
Bamlet, Maramattom, Manno, & McClelland, 2005), the Comprehen-
sive Levels of Consciousness Scale (CLOCS) (Stanczak et al., 1984), the
Innsbruck Coma Scale (INNS) (Benzer et al., 1991), the Glasgow-Liege
Coma Scale (Born, 1988), the Swedish Reaction Level Scale-1985
(Johnstone et al., 1993), and the Loewenstein Communication Scale
(Borer-Alafi, Gil, Sazbon, & Korn, 2002) due to their lack of content
validity, standardisation or reliability (see Table 1).

Among the recommended scales, the two most complete ones, which
contain specific elements for the differential diagnosis between VS and
MCS, and which have received the most support in the scientific litera-
ture, are the SMART and CRS-R scales. The SMART scale was devel-
oped by occupational therapists at the Royal Hospital for
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TABLE 1
RECOMMENDATIONS OF THE DISORDERS OF CONSCIOUSNESS TASK FORCE ON SCALES FOR THE DIAGNOSIS OF DISORDERS OF

CONSCIOUSNESS. (American Congress of Rehabilitation Medicine, Brain Injury-Interdisciplinary Special Interest Group, Disorders of
Consciousness Task Force, 2010)

Scale

CRS-R*

CNC

CLOCS

INNS

MATADOC

SMART*

SSAM

FOUR

WHIM

WNSSP

Complete Name

Coma Recovery Scale-Revised

Coma/Near-Coma Scale

Comprehensive Levels of Consciousness Scale

Glasgow-Liege Coma Scale
Innsbruck Coma Scale (INNS)
Loewenstein Communication Scale

Music Therapy Assessment Tool for Awareness
in Disorders of Consciousness

Sensory Modality Assessment Technique

Sensory Stimulation Assessment Measure

Swedish Reaction Level Scale-1985
The Full Outline of UnResponsiveness Score

Wessex Head Injury Matrix

Western Neuro Sensory Stimulation Profile

Reference

Giacino, Kalmar & Whyte, 2004 (Spanish version: Noé et al., 2012)

Rappaport, 2005

Stanczak et al., 1984

Born, 1988
Benzer et al., 1991
Borer-Alafi, Gil, Sazbon, & Korn, 2002

Magee, Siegert, Daveson, Lenton-Smith, & Taylor, 2013

Gill-Thwaites, 1997

Rader & Ellis, 1994

Johnstone et al., 1993
(Wijdicks, Bamlet, Maramattom, Manno, & McClelland, 2005

Shiel et al., 2000

Ansell & Keenan, 1989

Recommendation

Yes

With reservations

No

No
No
No

Not studied

Yes

Yes

No
No

Yes

Yes

* Most widely accepted scales in the scientific community



Neuro-disability in London, as a tool for assessing and planning a re-
habilitation program and monitoring its effects on the patient (Gill-
Thwaites & Munday, 2004). It contains 29 sub-scales that allow a full
exploration of the five sensory modalities, the motor function, functional
communication and level of alertness. The patient’s responses are clas-
sified hierarchically according to the functional level they represent (no
response, reflex response, withdrawal response, localising response, or
differentiating response). In order to access this scale, specific training
by the team that developed it must be received, which, together with its
high cost, in practice makes it inaccessible to most clinicians and re-
searchers who are not resident in the UK (American Congress of Reha-
bilitation Medicine, Brain Injury-Interdisciplinary Special Interest
Group, Disorders of Consciousness Task Force et al., 2010). 

With a similar emphasis on rehabilitation, in this case based on music
therapy, the Royal Hospital for Neuro-disability recently published the
Music Therapy Assessment Tool for Awareness in Disorders of Con-
sciousness scale (MATADOC) (Magee, Siegert, Daveson, Lenton-Smith,
& Taylor, 2013). In the first standardisation study, the scale showed
good internal validity and diagnosis consistent with that obtained using
the SMART and CRS-R scales (Magee et al., 2013). As it does not rely
on linguistic stimulation, this scale is especially useful in patients with
aphasia (Schnakers et al., 2015), or paediatric patients (Magee, Ghet-
ti, & Moyer, 2015). However, it suffers from access problems similar to
those of the SMART scale, so its use is not yet widespread. 

The CRS-R scale specifically evaluates all behaviours described by the
Aspen Workgroup for the differential diagnosis of VS and MCS (Giaci-
no et al., 2002), and has excellent content validity (American Congress
of Rehabilitation Medicine, Brain Injury-Interdisciplinary Special Interest
Group, Disorders of Consciousness Task Force et al., 2010). In addi-
tion, unlike the previous two scales, it is free to access and no formal
training is required to administer it (Giacino et al., 2004). This has be-
come the most widely used scale in the specialised scientific literature. It
consists of 25 items hierarchically ordered and distributed in 6 sub-
scales that assess the following different functions: auditory, visual, mo-
tor, oromotor/verbal, communication and arousal. The score for each
subscale is based on the presence or absence of specific behaviours in
response to sensory stimulation that the assessor presents in a standard-
ised way. Low scores reflect reflex behaviours, while higher scores rep-
resent cognitively mediated behaviours (Giacino et al., 2004). This
scale has recently been adapted to Spanish by the team of Enrique Noé
at the Neuro-rehabilitation and Brain Damage Service of the NISA
Hospital in Valencia (Noé et al., 2012).

Despite the high availability of these assessment scales (particularly
the easy access to the CRS-R), the publication of differential diagnostic
criteria (Giacino et al., 2002), and the recommendation to carry out
standardised tests that appears in the clinical practice guidelines for
dealing with patients with disorders of consciousness (Royal College of
Physicians, 2003), a recent study, in which 103 patients were evaluat-
ed in Belgium, found a diagnostic error rate similar to the rate de-
scribed in the 90s (Schnakers et al., 2009). The authors compared the
diagnosis reached by clinical consensus in the medical team with that
obtained after repeated assessments by qualified personnel using the

CRS-R scale. The study found that 41% of patients with a clinical diag-
nosis of VS were actually in MCS, 10% of patients diagnosed with MCS
had emerged from this state, and 89% of patients about whom the
medical staff had not reached a consensus diagnosis were in MCS. 

THE ROLE OF NEUROIMAGING 
Diagnostic errors like those described in the previous section can have

serious consequences. Firstly, the MCS has a more favourable progno-
sis than the VS (Giacino & Kalmar, 1997; Luauté et al., 2010), so mis-
diagnosis could influence the resources made   available to the patient to
facilitate recovery. Likewise, patients in MCS retain a higher cognitive
processing capacity, which reaches more complex brain areas, than
patients in VS (Boly et al., 2004; Laureys et al., 2000; 2002; Silva et
al., 2010). For example, several studies have suggested that patients in
MCS are capable of experiencing pain (Boly, Faymonville, et al.,
2008a; Laureys et al., 2002), which must be taken into account when
administering invasive clinical procedures. Finally, at present and in
most jurisdictions in Western countries, legal proceedings relating to
the withdrawal of life support (in this case artificial nutrition and hydra-
tion) are only initiated in cases where the patient has a diagnosis of VS
(Andrews, 2004; Fernandez-Espejo & Owen, 2013). 

In order to reduce this alarming misdiagnosis rate, several research
groups have begun to use advanced structural neuroimaging tech-
niques to identify objective biomarkers that provide complementary in-
formation to the clinical assessment. The foundations for this line of
work were established in neuropathological studies carried out in the
90s, before the explosion of modern neuroimaging. After analysing
178 cases published in the scientific literature to date, Kinney and
Samuel (1994) identified three general patterns of brain damage: dif-
fuse axonal injury in trauma cases, destruction of the cortical rim in
cases with hypoxic-ischemic etiology and thalamic lesions in both eti-
ologies. These findings were confirmed in a series of successive studies
(Adams, Graham, & Jennett, 2000; Adams, Jennett, McLellan, Murray,
& Graham, 1999; Jennett, Adams, Murray, & Graham, 2001), which
also reported a greater severity of diffuse axonal injury and traumatic
lesions in VS patients than in those in MCS (Jennett et al., 2001).

The first morphometric studies based on magnetic resonance imaging
(MRI) confirmed the previous findings (Ammermann et al., 2007;
Juengling, Kassubek, Huppertz, Krause, & Els, 2005; Kampfl, Franz, et
al., 1998a; Kampfl, Schmutzhard, et al., 1998b).  However, it was not
until 2011 that the first study was published in which it was possible to
identify diagnostic biomarkers in vivo, by diffusion tensor imaging
analysis (Fernandez-Espejo et al., 2011). This type of imaging allows
us to characterise the microstructure of the brain tissue by observing the
movement of the water molecules, and is particularly sensitive in detect-
ing subtle changes that are not observable with other conventional
forms of MRI (Bruno et al., 2011; Le Bihan et al., 2001). Firstly, this
study confirmed differences in the severity of damage to the white mat-
ter and the thalamus between patients in VS and MCS. However, the
real importance of this study is that, using only objective indices of the
damage in these areas, it was possible to correctly diagnose 95% of
the patients analysed (Fernandez-Espejo et al., 2011). 

ASSESSMENT OF DISORDERS OF CONSCIOUSNESS
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The thalamus is a structure of tremendous structural and functional
complexity, with connections distributed across multiple cortical areas
(Morel, Magnin, & Jeanmonod, 1997). Several studies have attempted
to determine whether there is regional specificity in the thalamic dam-
age in patients with disorders of consciousness (Fernandez-Espejo,
Junque, Bernabeu, et al., 2010a; Lutkenhoff et al., 2015; 2013;
Maxwell, MacKinnon, Smith, McIntosh, & Graham, 2006; Maxwell et
al., 2004; Schiff, 2008). It has been shown that this atrophy particular-
ly affects the central body (the dorsomedial nucleus and the internal
medullary lamina), and is more pronounced in VS patients than in
those in MCS (Fernandez-Espejo, Junque, Bernabeu, et al., 2010a;
Maxwell et al., 2004; 2006), and in patients with TBI than those with
HIE (Lutkenhoff et al., 2015). In trauma cases, the degree of acute atro-
phy present in the dorsomedial and anterior-medial nuclei has also
been linked with prognosis at 6 months (Lutkenhoff et al., 2013). 

Similar to the case of the thalamus, the regional distribution of white
matter damage was profiled in a recent study of 52 patients of varying
severity (Fernandez-Espejo et al., 2012). It was found to affect specifically
the tracts connecting the cortical regions that make up part of the default
mode network (medial prefrontal cortex, posterior cingulate/precuneus
and inferior parietal lobes), as well as those connecting the posterior cin-
gulate/precuneus with the thalamus. Numerous studies have found activa-
tion of this network in periods when we are resting, daydreaming or
letting the mind wander (Buckner, Andrews-Hanna, & Schacter, 2008;
Mason et al., 2007), and its functional integrity has been suggested as a
prerequisite for the existence of conscious experience (Boly, Phillips, et al.,
2008b; Laureys et al., 2007; Vanhaudenhuyse et al., 2010). In the previ-
ous study (Fernandez-Espejo et al., 2012), the severity of damage in the
connections between the posterior and lateral nodes of this network as
well as with the thalamus, correlated with the severity of the disorder of
consciousness and the patient diagnosis.

Together, these findings open the way for the potential identification
of more specific diagnostic biomarkers within the white matter and the
thalamus. Although to date there have been no formal attempts in this
direction, it is to be expected that this increased specificity will improve
the diagnostic accuracy obtained previously (95%) (Fernandez-Espejo
et al., 2011). The potential for clinical application of these techniques is
clear, given that, as highlighted by the Royal College of Physicians in
its latest guide (Royal College of Physicians, 2013), they do not require
the participation of the patient and they can easily be performed in
centres that are not specialised and that do not have research experi-
ence. Thus, if adopted as part of routine clinical assessment, they can
help facilitate the identification of patients in MCS in cases where the
diagnosis is not clear, or when the patient cannot be evaluated by
teams of specialists (Schnakers et al., 2009). 

In parallel, thanks to advances in functional neuroimaging techniques,
a new group of conscious patients has been discovered whose detec-
tion is not possible even with assessments by teams of experts (Owen,
2013), or structural techniques. These patients retain complex cognitive
skills but are unable to show them with external behaviour and, there-
fore, are incorrectly diagnosed as VS (see Figure 1). It is only possible
to identify these cases through the use of techniques such as functional

magnetic resonance imaging (fMRI) and electroencephalography
(EEG), which enable us to relate changes in brain activation after pre-
senting sensory stimuli with specific cognitive processes, without need-
ing the patient to produce external verbal or motor responses (Owen,
Epstein, & Johnsrude, n.d.). The early studies of brain activation in pa-
tients in VS or MCS were based on the presentation of passive stimula-
tion, and showed that some of these patients retain emotional
processing capabilities and are able to react, for example, to their own
name (Di et al., 2007; Fischer, Luaute, & Morlet, 2010; Qin et al.,
2010; 2008; Staffen, Kronbichler, Aichhorn, Mair, & Ladurner, 2006),
familiar voices (Bekinschtein et al., 2004; de Jong, Willemsen, &
Paans, 1997; Machado et al., 2007), familiar faces (Menon et al.,
1998), or music with personal emotional content (O’Kelly et al., 2013;
Okumura et al., 2014; Varotto et al., 2012). Successive studies have
also found evidence of sensorimotor (Moritz et al., 2001; Schiff et al.,
2005), visual (Monti, Pickard, & Owen, 2013; Moritz et al., 2001; Zhu
et al., 2009), and linguistic processing (Bekinschtein et al., 2005; Fer-
nandez-Espejo, Junque, Cruse, et al., 2010b; Fernandez-Espejo et al.,
2008; Moritz et al., 2001; Owen et al., 2005; Schiff et al., 2005).

Several authors have stressed the need to carry out passive stimula-
tion tasks hierarchically, starting with studying the simplest cognitive
processes and progressively increasing their complexity (Laureys,
Owen, & Schiff, 2004; Owen & Coleman, 2008a). Following this rea-
soning, Rodd and collaborators developed an auditory paradigm
which proceeds from the basic acoustic processing of non-linguistic
stimuli to semantic processing and linguistic comprehension (Rodd,
Davis, & Johnsrude, 2005). In 2009, Coleman and colleagues used this
paradigm in a group of 41 patients (22 VS, 19 MCS) (Coleman et al.,
2009), revealing that 19 of them (7 VS 12 MCS) showed evidence of
recognising linguistic stimuli (compared to other sounds) and 4 patients
(2 VS, 2 MCS) showed evidence of linguistic comprehension, despite
what might be inferred from their diagnosis. It is worth noting that the 7
patients in VS that showed linguistic responses in this paradigm pro-
gressed to MCS at 6 months, which suggests that the information ob-
tained in fMRI tasks may have prognostic value. In fact, in a review of
15 studies published up to 2008 on fMRI and positron emission tomog-
raphy in VS patients, Di and colleagues found that the presence of acti-
vation in association areas predicts a favourable outcome with 93%
specificity and 69% sensitivity (Di, Boly, Weng, Ledoux, & Laureys,
2008). In a linguistic study similar to the previous one but carried out   in
Spain, it was also found that the only VS patient that showed linguistic
responses in the fMRI (Fernandez-Espejo et al., 2008) had a favourable
progression and regained consciousness one year after the initial injury
(Fernandez-Espejo, Junque, Cruse, et al., 2010b).

The main advantage of passive fMRI paradigms is that they do not re-
quire the voluntary participation of the patient, so they can provide in-
formation about specific cognitive processes, regardless of the patient’s
ability or intention to collaborate. However, despite the fact that they
can find cognitive functions contrary to diagnosis (e.g., linguistic com-
prehension), these types of paradigm do not allow us to make infer-
ences about the state of consciousness of the patient. The only
exception is the paradigm recently published by Naci and colleagues
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(Naci, Cusack, Anello, & Owen, 2014), in which it was shown that
when several people watch a movie (in this case a fragment of a short
film by Hitchcock) their brain activity synchronises with that of the other
spectators, and correlates with the film’s executive demands. The same
fragment was presented to a VS patient and it was shown that the pa-
tient’s brain activity was highly correlated with those of the healthy vol-
unteers, which was interpreted as evidence that the patient shared the
conscious experience of the film with the healthy individuals. 

Other attempts to overcome this limitation have been based on the use
made   in clinical practice of following simple commands (e.g., ‘open your
mouth’, ‘look at the ceiling’, etc.) as definitive proof of consciousness (Gia-
cino et al., 2004). With this idea in mind, active fMRI paradigms, in which
the patient is asked, rather than to respond to these orders externally, to
do so by voluntarily modulating their neuronal activity (Fernandez-Espejo
& Owen, 2013). This approach is based on the fact that certain mental
imagery tasks are associated with specific patterns of brain activation.
Thus, the presence of these patterns can be used to determine that the pa-
tient followed the instructions and did   the visualisation when asked to do
so (Owen & Coleman, 2008b). Specifically, the paradigm that has proven
most successful in identifying the following of orders in VS patients is
based on motor imagery and spatial navigation. The patient is instructed
to imagine moving their hand to hit a tennis ball repeatedly every time
they hear the word ‘tennis’, or to imagine that they are going around the
different rooms of their house and to try to visualise the objects that they
would find every time they hear the word ‘house’ (Boly et al., 2007). In
healthy volunteers, the two tasks elicit a very similar brain activation to that
which would be obtained if the participant were actually moving his hand
(supplementary motor area), or performing a spatial navigation task
(parahippocampal cortex, posterior parietal lobe, and lateral premotor
cortex) (Boly et al., 2007). 

In 2006, Owen and colleagues used this task with a VS patient and
found that the patient’s brain activity was indistinguishable from that
obtained with healthy volunteers, which showed that the patient was
able to understand and follow instructions and therefore was not actu-
ally in a VS (Owen et al., 2006). Several subsequent studies have suc-
cessfully used this paradigm to identify the following of orders in
unresponsive patients (Fernandez-Espejo & Owen, 2013; Gibson et al.,
2014; Monti et al., 2010). For example, Monti and colleagues studied
a group of 23 VS patients and found evidence of following orders in
17% of them (Monti et al., 2010). What is even more important, one of
these patients successfully managed to use activation in these two tasks
(motor and spatial imagery) to communicate with the researchers; i.e.,
the patient used one type of visualisation to answer ‘yes’ and the other
to answer ‘no’, and answered 5 autobiographical questions correctly
(e.g., “Is your father’s name Alexander?”) (Monti et al., 2010). Recent-
ly, this technique allowed another patient, who had been in a VS for
12 years, to answer questions with important implications for his quali-
ty of life (e.g., whether he was suffering any pain) (Fernandez-Espejo &
Owen, 2013). This patient also showed he knew the name of the per-
son who had been his primary caregiver since the accident, whom he
did not know before, showing that he was able to create memories of
events that had occurred while he was diagnosed as being in a VS. Al-

though so far this paradigm is only available in specialised research
centres (Royal College of Physicians, 2013), it has been proven that it
can be successfully performed on a clinical MRI scanner (Fernandez-Es-
pejo, Norton, & Owen, 2014).

Other active tasks that have been applied to evaluate the following of
orders in VS and MCS patients using fMRI include visualising motor ac-
tivities such as swimming (Bardin et al., 2011; Forgacs et al., 2014),
motor preparation (Bekinschtein, Manes, Villarreal, Owen, & Della-
Maggiore, 2011), or attention directed to specific stimuli presented au-
rally (Monti et al., 2015; Naci & Owen, 2013; Naci, Cusack, Jia, &
Owen, 2013), or visually (Hampshire et al., 2013; Monti et al., 2013).
To date, the only one of these tasks that has been successfully used to
communicate with patients in VS or MCS, is based on selective atten-
tion to the words ‘yes’ or ‘no’ (depending on the response) presented
aurally (Naci & Owen, 2013).

Despite the great success of fMRI in this field, it is an expensive tech-
nique, it is not available in many hospitals, and it cannot be performed
on patients with, for example, excessive agitation, certain metallic im-
plants, or those who are unable to lie supine on a flat surface. There-
fore, several research groups have developed active paradigms similar
to the above, but based on the EEG (Coyle, Stow, McCreadie, McEllig-
ott, & Carroll, 2015; Cruse et al., 2011; Cruse, Chennu, Chatelle, et
al., 2012a; Cruse, Chennu, Fernandez-Espejo, et al., 2012b; Gibson
et al., 2014; Horki et al., 2014; Lulé et al., 2013; Pan et al., 2014;
Schnakers et al., 2008). For example, Cruse and colleagues succeeded
in identifying responses in two tasks of motor imagery (imagining that
you close your hand and open it again, and imagining that you are
moving your toes) in 19% of 16 VS patients (Cruse et al., 2011). This
technique is portable, so the patient does not need to be transferred.
The technique can be performed with the patient lying down or sitting
up, and it has a much lower cost. However, to date, no patients in VS
or MCS have managed to use EEG to communicate. 

CONCLUSIONS
Three main conclusions can be drawn from the studies discussed

here:
Firstly, the clinical assessment for the diagnosis of patients with disorders

of consciousness should include the repeated administration of standard-
ised scales by qualified personnel, to ensure the identification of subtle
signs of consciousness that the patient is capable of displaying. 

Secondly, structural MRI techniques have shown great potential for
assisting in the diagnostic process through the objective identification of
markers that enable us to differentiate between patients in VS and
MCS. Their contribution is vital in cases where the clinical assessment
does not provide a clear diagnosis, or when there is no team of experts
available to evaluate the patient. 

Finally, functional neuroimaging techniques (fMRI and EEG) are nec-
essary in identifying covert cognitive functions, which some patients are
not able to show externally. These functions can range from the basic
processing of sensory stimuli to language comprehension, executive
functions, or even the ability to follow simple orders in some cases. In
fact, it is estimated that at least 17-19% of patients in VS are able to
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follow orders in fMRI or EEG tests, and therefore have been diagnosed
incorrectly.

Achieving a correct diagnosis and appropriately identifying the cog-
nitive abilities of the patient has profound clinical implications, but also
ethical and moral ones (Weijer et al., 2014). Because of this, and giv-
en that to date these tests are only available as part of research studies,
there is a need to share the findings from these studies with the medical
staff responsible for the patient and the family. To this end, and in col-
laboration with professionals of bioethics, we researchers in this area
have recently developed an ethical framework for the disclosure of in-
formation obtained in our studies (Graham et al., 2014).

On the other hand, the evidence gathered to date, and discussed in this
article, advocates the urgent need to re-evaluate the existing diagnostic
categories to include this new group of patients, who are still conscious,
but completely non-responsive externally (Fernandez-Espejo & Owen,
2013). It also points to the need to incorporate into the routine assessment
of patients with disorders of consciousness functional and structural neu-
roimaging tests such as the ones reviewed here. To make this possible, first
progress must be made in adapting the tasks and acquisition protocols so
they are compatible with the equipment normally available in nonspe-
cialised clinical centres (e.g., less powerful MRI machines, limited equip-
ment for presenting stimulation to the patient, etc.). This will facilitate
access to a greater number of patients and the realisation of future studies
of validation and standardisation of neuroimaging tests in large samples,
so that they may be included in the clinical practice guidelines for the
management of patients with disorders of consciousness.
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MENTAL HEALTH IN CHILDHOOD AND ADOLESCENCE
The Encuesta Nacional de Salud España 2006 [Spain

National Health Survey 2006], conducted with the Strengths
and Difficulties Questionnaire (SDQ) (Goodman, 1997), indicated that
between 19.2 and 26.6% of Spanish children and adolescents between
the ages of 4 and 15 years old were at risk of mental health problems
(Fajardo, León, Felipe, & Ribeiro, 2012). Previous studies carried out in
Spain show similar prevalence rates of behavioural and emotional
symptoms and disorders, both in the general population (Blanco et al.,
2015; Bones, Pérez, Rodríguez-Sanz, Borrell, & Obiols, 2010; Haro et
al., 2006) and in the child population (Cuesta et al., 2015; Diaz de
Neira et al., 2015; Fonseca-Pedrero, Paino, Lemos-Giraldez, & Muñiz,
2012; Ortuño, Fonseca-Pedrero, Paino, & Aritio-Solana, 2014).
Considering the possible methodological differences, these rates are
similar to those found in epidemiological studies worldwide (Olfson,
Blanco, Wang, Laje, & Correll, 2014; Polanczyk, Salum, Sugaya, Caye,
& Rohde, 2015; Wichstrøm et al., 2012). For example, in an excellent
review conducted by Polanczyk et al. (2015), which included 41 studies
conducted in 27 countries in all regions of the world, it was found that

the prevalence of mental disorders in children and adolescents was
13.4% (95% confidential interval: 11.3 to 15.9).

The previous literature indicates that a significant percentage of
children and adolescents present difficulties in psychological adjustment
throughout their life, which has a clear impact not only on the personal,
academic, family and social areas, but also at the health and economic
levels (Blanchard, Gurka, & Blackman, 2006; Domino et al., 2009;
Simpson, Bloom, Cohen, Blumberg, & Bourdon, 2005). Such symptoms
tend to start in about 50% of cases before the age of 15 and they usually
remain stable until adulthood (Copeland, Shanahan, y Costello, 2011;
Costello, Copeland, & Angold, 2011; Davies et al., 2015; Widiger, De
Clercq, & De Fruyt, 2009). Furthermore, the presence of emotional and
behavioural subclinical symptoms at these ages increases the
subsequent risk of developing a severe form of mental disorder (e.g.,
depression, psychosis) and general health problems of various kinds
(Cullins & Mian, 2015; Klein, Shankman, Lewinsohn, & Seeley, 2009;
Najman et al., 2008; Welham et al., 2009).

There is no doubt that the patterns of health and disease in childhood
and adolescence have changed in recent decades, in what is known as
the “new morbidity” (Cullins & Mian, 2015; Palfrey, Tonniges, Green,
& Richmond, 2005). While epidemics have been declining gradually,
mental health problems, such as emotional or behavioural disorders,
have become more significant (Drabick & Kendall, 2010; Polanczyk et
al., 2015), generating a progressive social process of becoming aware
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El Cuestionario de Capacidades y Dificultades (SDQ) es una herramienta de screening que permite la evaluación de dificultades emocionales
y comportamentales así como del comportamiento prosocial en la infancia y adolescencia, desde una perspectiva multi-informante. El objetivo
de este trabajo es llevar a cabo una revisión selectiva de las características epidemiológicas así como de las principales evidencias a nivel
psicométrico del SDQ. Las propiedades psicométricas referidas a la fiabilidad de las puntuaciones son adecuadas y el modelo dimensional de
cinco factores (Problemas Emocionales, Problemas Conductuales, Problemas con los Compañeros, Hiperactividad y Prosocial) es el más
ampliamente replicado. Asimismo, se han obtenido evidencias de validez que apoyan la utilidad de este instrumento de medida para su uso
en el contexto escolar y clínico. Los resultados también indican que el género y la edad influyen en la expresión fenotípica de las dificultades
emocionales y comportamentales. En conclusión, el SDQ es un instrumento de medida breve, sencillo de administrar y útil para la valoración
de este tipo de problemática en la infancia y adolescencia y puede ser de sumo interés para su uso en población infanto-juvenil española. 
Palabras clave: SDQ, Evaluación, Adolescencia, Problemas emocionales, Revisión, Propiedades psicométricas.

The Strengths and Difficulties Questionnaire (SDQ) is a screening tool that enables the assessment of emotional and behavioural difficulties, and
prosocial behaviour in children and adolescents from a multi-informant perspective. The main goal of this article is to carry out a selective review
on the main evidence concerning the psychometric and epidemiologic characteristics of the SDQ. The psychometric properties are adequate
with regard to the reliability of the scores and the five-factor structure is the most accepted (emotional symptoms, conduct problems,
hyperactivity/inattention, peer relationship problems, and prosocial behaviour). In addition, different studies support the appropriateness of the
SDQ for use as an evaluation tool in clinical and school contexts. The results show that gender and age have an influence on the phenotypic
expression of emotional and behavioural difficulties. In conclusion, the SDQ is a short, easy to use, and useful measurement tool for evaluating
problems, difficulties, and capacities related to childhood and adolescence and it may be used with Spanish children and adolescents.
Key words: SDQ, Assessment, Adolescence, Emotional problems, Review, Psychometric properties.

S



of the needs in matters of child and adolescent mental health (Mulloy,
Evangelista, Betkowski, & Weist, 2011). To this could be added the
significant increase in the prevalence rates of certain mental disorders,
which begin in childhood and adolescence and are clearly linked to our
current lifestyle (Mulloy et al., 2015). In this sense, it is necessary to have
rigorous tools for screening and assessment as well as effective
psychological interventions for this sector of the population (Fonagy et
al., 2015), to reduce or mitigate the global burden and the associated
disability and morbidity, and ultimately, to help improve the quality of
life of individuals and society.

Within this context, the main objective of this work is to carry out
a selective review of the Strengths and Difficulties Questionnaire
(Goodman, 1997), as a tool for screening and evaluating emotional
and behavioural difficulties as well as prosocial type skills during
childhood and adolescence. Specifically, once the importance of
carrying out early identification and detection in this sector of the
population has briefly been analysed, this study will include the
following steps: 1) expose some of the measuring instruments for
assessing psychopathology as well as emotional and behavioural
problems, focusing on the multi-informant SDQ system; 2) analyse
the psychometric properties of the SDQ regarding the reliability of
scores and obtaining different evidence of validity in studies carried
out both nationally and internationally; 3) analyse the influence of
gender and age on the phenotypic expression of the difficulties and
capabilities through the SDQ; and 4) finally, to recapitulate, the
main conclusions are discussed as well as the possible directions of
future research.

THE IMPORTANCE OF EARLY DETECTION IN MENTAL HEALTH
There is now greater awareness among mental health professionals

regarding the consequences of a lack of early detection of such
difficulties and the benefits associated with early prophylactic
intervention in childhood and adolescence (Moscoso, Jovanovic, &
Rojnic, 2015; Mulloy et al., 2011; Steinberg & Morris, 2001). The delay
in identifying the clinical or subclinical conditions (e.g., affective
symptoms) can be associated, among other things, with increased
symptoms in adulthood, as well as a worse outcome or prognosis in the
medium to long term (e.g., Drancourt et al., 2013). Helping mental
health practitioners in the early detection of this set of experiences and
symptoms, both clinical and subclinical, it is a goal of great interest with
clear practical implications.

The scientific evidence suggests the need to increase and improve the
early detection of the indicators of psychological maladjustment in child
population (Moscoso et al, 2015). All of this has the aim of preventing
the possible consequences and managing the existing resources (e.g.,
healthcare, school) more effectively. The detection, prevention and
treatment of these types of emotional and behavioural problems is a
cardinal issue, not only in order to solve specific problems, but also to
improve adult functioning and prevent the consolidation of difficulties
and problems in future generations (Brimblecombe et al., 2015; Ford,
Goodman, & Meltzer, 2003; Stockings et al., 2015). Similarly, the early
detection of existing psychological difficulties enables us to identify
subclinical symptoms that may go unnoticed and become the potential
cause of other, bigger, personal, social and economic problems, given
the possibility of escalation and worse prognosis (Aebi, Giger, Plattner,
Winkler Metzke, & Steinhausen, 2014; Levitt, Saka, Romanelli, &
Hoagwood, 2007).

Despite the efforts dedicated to early identification and detection,
various investigations suggest that only a minority of the child and youth
population in need of intervention in the area of mental health comes to
specialised services (Angold et al., 1998; Ford, Hamilton, Meltzer, &
Goodman, 2008). In other words, strategies for primary prevention and
secondary prevention are not yet well established in this sector of the
population (Du, Kou, & Coghill, 2008). This causes the increase of
tertiary prevention in the treatment of psychological problems, once the
clinical condition has manifested, which results in the intervention being
more difficult, with poorer results and additional costs (Ford et al.,
2008). 

At present, within the field of education, school psychologists are
focusing their functions and tasks beyond mere intervention, paying
greater attention to prevention, prioritising universal screening over
selective and indicated screening (Cummings et al., 2004; Hoagwood &
Johnson, 2003). This has generated the need for short, simple
instruments with adequate psychometric characteristics that enable the
rigorous evaluation and measurement of the emotional, behavioural and
prosocial adjustment of children and adolescents (Hill & Hughes, 2007).
The school context also is of great significance in the analysis of different
types of mental health problems and difficulties, since it is in this context
that many of these problems occur, so it is an ideal and crucial
framework for the detection of different mental health problems (Mulloy
et al., 2011).

PSYCHOPATHOLOGICAL ASSESSMENT IN CHILDREN AND
ADOLESCENTS: AN INTRODUCTION TO THE SDQ

Over recent years there have been great advances in the measurement
and evaluation of the psychological adjustment of children and
adolescents. Two of the main measuring instruments, now classics, for
the assessment of psychopathology and behavioural and emotional
problems in childhood and adolescence are the Rutter questionnaires
(Rutter & Graham, 1966) and those belonging to the ASEBA system
(Achenbach System of Empirically Basic Assessment) (Achenbach,
1991a, 1991b, 1991c; Achenbach & Rescorla, 2001, 2007). Also, and
more recently, the SDQ has also become particularly significant
(Goodman, 1997), since, as will be discussed below, it has a number of
features such as its brevity or the inclusion of a subscale of prosocial
behaviour, which could make it more recommendable compared to the
previous two, always bearing in mind the objective of the assessment
and intervention, of course.

In the sixties, the Rutter questionnaires (Rutter & Graham, 1966) were
developed for detecting emotional and behavioural problems, and the
adequate reliability of their scores and their validity evidence were
confirmed (Goodman, 1994; Rutter & Graham, 1966). However, these
measuring instruments do not include a number of current areas of
interest for psychology and child and adolescent psychiatry, such as
prosocial type capabilities or hyperactivity (Koskelainen, Sourander, &
Kaljonen, 2000) (see Table 1). The ASEBA system, originally built by
Achenbach (Achenbach, 1991a, 1991b, 1991c), is one of the best-
known multiaxial assessment systems that has been extensively validated
and has proven useful in the detection of mental health problems in
child-youth population. In its 2001 version, it was enriched by the
inclusion of updated versions aimed at both young people (Youth Self
Report, YSR/11-18 years), as well as teachers (Teachers’ Report Form,
TRF/6-18 years) and parents (Child Behavior Checklist, CBCL/6-18
years) (Achenbach & Rescorla, 2001). This version also offered the
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possibility of generating scores that are equivalent to the criteria of the
Diagnostic and Statistical Manual of Mental Disorders (DSM-IV).

However, the different versions of the ASEBA system have a number of
disadvantages. Specifically, while it is true that the CBCL and YSR
(Achenbach & Rescorla, 2001) have the advantage of being more
current than the Rutter questionnaires and they cover a larger number of
facets in the evaluation, they are also more time-consuming in their
administration since they contain more than 100 items (Bourdon,
Goodman, Rae, Simpson, & Koretz, 2005; Koskelainen et al., 2000).
Thus, the measuring instruments belonging to the ASEBA system, in any
of their forms, as well as others used for similar purposes, such as the
Behavior Assessment System for Children (BASC) (Reynolds &
Kamphaus, 1992), have the disadvantage of being slow to administer,
resulting arduous and repetitive, in some cases, for the children and
adolescents (Ruchkin, Koposov, & Schwab-Stone, 2007). The brevity of
the measuring instrument is a characteristic that enables people to
engage more with it and value it more positively. It can be used in
assessment situations where there is a lack of time or economic
resources, or where it is necessary to carry out a more holistic
evaluation, not only considering variables related to the mere
psychopathological exploration of emotional and behavioural problems.

In this regard, as shown in Table 1, using the SDQ allows us to obtain
reliable scores as it is a short questionnaire and it is easy to administer,
correct and interpret (Ruchkin, Jones, Vermeiren, & Schwab-Stone,
2008; Vostanis, 2006). At the same time, it is a screening tool that could
be of significant value for school psychologists with regard to practices
aimed at prevention and public healthcare (Hoagwood & Johnson,
2003). Finally, the SDQ multi-informant system is a screening tool
available for free use on the internet (http://www.sdqinfo.com/). From
the website you can download the SDQ in different formats and
languages, together with the systems of scoring and correcting and
various supplementary materials (e.g., syntax for SPSS).

The Difficulties And Capabilities Questionnaire comprises a total of
five dimensions or sub-scales (Goodman, 1997), namely: 1) Emotional
Problems, 2) Behavioural Problems, 3) Peer Problems, 4) Hyperactivity,
and 5) Prosocial Behaviour. Each dimension is evaluated using five
items. The first four subscales constitute a Total Difficulties score. The
simple version of the SDQ, with its 25 items, is complemented with an
extended version called the impact supplement, aimed at parents, as
well as teachers and the children/adolescents themselves. In both
versions there is a Likert response format with three options: No, not at
all; Sometimes; Yes, always (scoring 0, 1 and 2, respectively). It is true
however, that other response formats have also been used in the
literature (e.g., Likert format with five options, according to the degree
of adhesion) (Ortuño-Sierra et al., 2015), with the aim of improving the
reliability of the scores of the different facets that make up the SDQ in its
self-report version.

Goodman (1997) established a set of criteria for the construction of the
SDQ which corresponds to its final form. It must: a) not be longer than
one page; b) meet at least an age range between 4 and 17 years old;
c) have identical versions for parents and teachers, and a very similar
self-report version (11-16 years); d) address both the challenges and the
strengths of the person; and e) have the same number of items in each
dimension of the measuring instrument (Goodman, 1997). 

As mentioned there are three versions of the SDQ: one for parents, one
for teachers and another self-report version. The versions for parents
and teachers are intended for children and adolescents aged 4 to17
years old, while the self-report version is recommended to be
administered from the age of 11, because at this age a level of
introspection is assumed that is necessary to complete the assessment.
There is also an extended version (SDQ Extended Version) (Goodman,
1997), as well as versions for parents and teachers which cover only the
ages of 3-4 years in which the items corresponding to antisocial
behaviour have been replaced with items that measure opposition to
rules, due to their greater adjustment to the characteristics of this stage
of development.

THE PSYCHOMETRIC PROPERTIES OF THE SDQ
Psychometric studies on the SDQ internationally

The psychometric properties of the SDQ, in its different versions have
been analysed extensively (see Brown, 2006; Kersten et al., 2015;
Niclasen et al., 2012). Estimating the reliability of the scores has found
adequate levels of internal consistency in most studies. However, the
Behavioural Problems subscale and, especially, the subscale of Peer
Problems show in some cases levels lower than 0.70 (Essau et al., 2012;
Goodman, 2001; Mieloo et al., 2014; Niclasen, Skovgaard, Andersen,
Somhovd, & Obel, 2013; Ortuño-Sierra, Fonseca-Pedrero, Paino,
Sastre i Riba, & Muñiz, 2015b; Ortuño-Sierra et al., 2015c; Ruchkin et
al., 2008; Ruchkin et al., 2007; Stevanovic et al., 2014; Sveen, Berg-
Nielsen, Lydersen, & Wichstrøm, 2013; Theunissen, Vogels, De Wolff,
& Reijneveld, 2013; Williamson et al., 2014; Yao et al., 2009). For
example, in the study by Rothenberg et al. (2008) a Cronbach’s alpha
of 0.82 was found for the Total Difficulties score, while values   for the
subscales of Behavioural Problems and Peer Problems were the lowest,
with values   of 0.58 and 0.62, respectively. Other studies have examined
the test-retest reliability of the SDQ (Borg, Pälvi, Raili, Matti, & Tuula,
2012; Downs, Strand, Heinrichs, & Cerna, 2012; Mellor, 2004; Svedin
& Priebe, 2008), obtaining adequate values ranging between 0.47 and
0.76. 
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TABLE 1
COMPARISON OF THE MAIN FEATURES OF THE RUTTER

QUESTIONNAIRES, ACHENBACH SYSTEM OF EMPIRICALLY
BASED ASSESSMENT (ASEBA) AND THE STRENGTHS AND

DIFFICULTIES QUESTIONNAIRE (SDQ)

SDQ Rutter ASEBA

Number of items 25-34 More than 100 More than 100

Positive items +

Versions:

Parents + + +

Teachers + + +

Self-report + - +

Follow-up version available + - -

Coverage of:

Behavioural problems + + +

Emotional symptoms + + +

Hyperactivity/attention deficit + + +

Peer relationships + + +

Prosocial behaviour + - -

Impact of symptoms + - -



With regards to the analysis of the internal structure of the SDQ by
exploratory factor analysis (EFA) and confirmatory factor analysis
(CFA), the different investigations carried out on the three versions of the
SDQ reveal a five-factor structure as the most suitable (Downs et al.,
2012; Niclasen et al., 2012; Ortuño-Sierra et al., 2015b; Richter,
Sagatun, Heyerdahl, Oppedal, & Røysamb, 2011; Ruchkin et al., 2008;
Stevanovic et al., 2014; Van Roy, Veenstra, & Clench-Aas, 2008;
Williamson et al., 2014; Yao et al., 2009). This five-factor model
corresponds to the scales of the SDQ: Emotional Problems, Behavioural
Problems, Peer Problems, Hyperactivity and Prosocial. However, other
studies have shown that the five-dimensional structure does not fit the
data well, suggesting a four-factor solution as the most appropriate
(Muris, Meesters, Eijkelenboom, & Vincken, 2004) and, in some cases,
a three-factor one (Goodman, Lamping, & Ploubidis, 2010). On the
other hand, a recent study proposes the inclusion of a bifactor model as
the most relevant for explaining the factorial structure underlying the
SDQ scores (Caci, Morin, & Tran, 2015). The bifactor model postulates
that in addition to the five factors above (or the specific factors), a
general factor can be added that explains the variability of scores on the
SDQ items. Table 2 presents a selective review of the scientific literature
published on the analysis of the factorial structure of the SDQ, both the
versions for parents and teachers, and the self-report version.

Also, different validity evidence has been obtained in the previous
research. For example, in its version for parents and teachers the SDQ
has shown evidence of concurrent validity with different measuring
instruments and diagnostic interviews (Downs et al., 2012; Mieloo et al.,
2014; Theunissen et al., 2013). Likewise, evidence of the discrimination
capacity of the SDQ has been proven in several studies (De Giacomo et
al., 2012; Petermann, Petermann, & Schreyer, 2010). For example, a
recent study shows the usefulness of the SDQ as a screening tool in the
child-youth population, noting adequate levels of diagnostic sensitivity
for internalising behavioural problems (Silva, Osorio, & Loureiro,
2015). Similarly, a longitudinal study conducted in the UK with children
aged between 3 and 7 years old (Croft, Stride, Maughan, & Rowe,
2015), showed the predictive validity of the SDQ in detecting problems
such as autism spectrum disorders or attention deficit hyperactivity
disorder (ADHD). However, it is equally true that other research shows
inadequate levels of sensitivity and specificity (Bekker, Bruck, &
Sciberras, 2013; Mathai, Anderson, & Bourne, 2004). In general terms,
there is sufficient empirical evidence supporting the validity of the SDQ
as a tool for detection and screening in the child-youth population.

Psychometric studies of the SDQ nationwide
As we have seen, a large number of works have studied the

psychometric properties of the SDQ both in Europe, and in America and
Asia, though for the moment, there have been few studies in Spain and
in Spanish-speaking countries (Ortuño-Sierra et al., 2015b). Some
studies focus on the analysis of the psychometric properties of the
Spanish version of the SDQ (García et al., 2000) in the child population
and the versions for parents and teachers, in both cases revealing a
structure of five factors as the most appropriate (Ezpeleta, Granero, de
la Osa, Penelo, & Doménech, 2012; Fajardo et al., 2012; Gómez-
Beneyto et al., 2013; Rodríguez-Hernández et al., 2012). For example,
in the study by Rodríguez-Hernández et al. (2012), conducted with 595
children aged 7-10 years and administered to parents and teachers, a
five-factor structure was found to be the most appropriate through
principal component analysis and CFA. Another study conducted in

Spain by Ezpeleta et al. (2012), with three year olds, revealed a
factorial structure of five factors with two second order factors, which
include the Internalising factor (Emotional Problems and Peer Problems)
and the Externalising factor (Behavioural Problems and Hyperactivity),
as the most appropriate for explaining the underlying dimensionality of
the scores, both in the version for parents and the one for teachers.

Moreover, a recent study has highlighted the validity of the
instrument as a tool for detection of ADHD in the version for parents
(Carballo, Rodriguez-Blanco, Garcia-Nieto, & Baca-Garcia, 2014).
The SDQ has shown evidence of discriminant validity in the Spanish
version, obtaining the optimal diagnosis point 20 in the Total
Difficulties score, which is the one that reveals the best values   of
sensitivity (0.96) and specificity (0.95) (Fajardo et al., 2012). The
normative values   in the parent version of the SDQ have been
calculated and are available for use in Spain (Barriuso-Lapresa,
Hernando-Arizaleta, & Rajmil, 2014). 

With regards to the psychometric properties of the SDQ in its self-
report version, various studies have found evidence of its validity and
adequate levels of internal consistency for use in adolescents (Fajardo et
al., 2012; Ortuño-Sierra, Chocarro, Fonseca-Pedrero, Sastre i Riba, &
Muñiz, 2015a; Ortuño-Sierra et al., 2015b). As is the case with the
versions for parents and teachers, the self-report version reveals a five-
factor structure as the most appropriate. For example, in the study by
Ortuño-Sierra et al. (2015a) the five-factor structure revealed goodness
of fit indices superior to the three-factor model, however, various
modifications to the original model were necessary to achieve optimal
goodness of fit indices. Similarly a bifactor model (Caci et al., 2015) has
been proposed as an alternative, although it is also true that its
suitability has not yet been confirmed (Ortuño-Sierra et al., 2015a). 

In conclusion, the SDQ is an interesting and useful tool for the
measurement and detection of emotional and behavioural problems in
this sector of the population. Most of the psychometric properties have
been proven in the different versions within Spain for use by
professionals as a screening tool in educational and/or care centres as
well as in research. Future studies should continue to analyse and seek
new evidence of validity which will allow us to make informed decisions
and make inferences from the scores obtained with the SDQ.

INFLUENCE OF GENDER AND AGE ON SDQ SCORES
The studies analysed in this section refer to the impact of gender and

age on the phenotypic expression of emotional and behavioural
difficulties as well as prosocial behaviour, assessed with the SDQ.

As seen in Table 3, in terms of gender, the majority of the studies
reviewed internationally find that females earn higher mean scores than
males in Emotional and Prosocial Behaviour; however, males tend to
earn higher mean scores than females in Behaviour Problems,
Hyperactivity and/or Relationship Problems (Di Riso et al., 2010;
Giannakopoulos et al., 2009; Koskelainen, Sourander, & Vauras,
2001; Ortuño et al., 2014; Svedin & Priebe, 2008; Van Roy, Grøholt,
Heyerdahl, & Clench-Aas, 2006; van Widenfelt, Goedhart, Treffers, &
Goodman, 2003; Yao et al., 2009). For example, in the study
conducted by Giannakopoulos et al. (2009) on Greek adolescents, the
mean scores were found to be higher in Prosocial Behaviour and
Emotional Problems in girls but not in Behavioural Problems,
Hyperactivity or Relationships among boys.

Other studies reveal results that contradict the previous ones, as is the
case of the study in Finland conducted by Koskelainen et al. (2001) with
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TABLE 2
THE MAIN STUDIES THAT ANALYSE THE INTERNAL STRUCTURE OF THE SCORES OF 

THE STRENGTHS AND DIFFICULTIES QUESTIONNAIRE (SDQ) 

Study Sample

Nationality N / SDQ Version Type of Number of 
Age Range factor analysis factors found

Koskelainen, Sourander & Kaljonen (2000) Finland 735 / 7-15 SDQ (P,T,S) PCA 5

Thabet, Stretch & Vostanis (2000) Gaza 322 / 3-16 SDQ (P,T,S) CFA 5

Goodman (2001) Great Britain 10438 / 5-15 SDQ (P,T,S) PCA 5

Koskelainen, Sourander & Vauras (2001) Finland 1458 / 13-17 SDQ (S) PCA 53

Muris, Meesters & van den Berg (2003) Holland 562 / 9-15 SDQ (P,T,S) PCA 5

Becker et al., (2004) Germany 214 / 11-17 SDQ (S) PCA 5

Dickey & Blumberg (2004) USA 9574 / 4-17 SDQ (P) EFA, PCACFA 3

Muris, Meesters, EijKelenboom & Vincken (2004) Holland 1111 / 8-13 SDQ (S) PCA 45

Rønning, Helge Handegaard, Sourander & Mørch (2004) Norway 4167 / 11-16 SDQ (S) CFA 5 but with poor fit

Kashala, Elgen, Sommerfelt & Tylleskar (2005) Congo 1187 / 7-9 SDQ (T) PCA 52 of Hyperactivity

Mojtabai (2006) USA 8034 SDQ (P) CFA 3

U.K. 7970 / 5-16 SDQ (P) CFA 3

Van Leeuwen, Meerschaert, Bosmans, De medts & Braet (2006) Germany 3179 / 4-8 SDQ (P, T) CFA EFA 35

Mellor & Stokes (2007) Australia 914 / 7-17 SDQ (P,T,S) CFA 5 with poor fit

Palmieri & Smith (2007) USA 733 / M= 56.1 SDQ (P) PCA 34 better

Ruchkin, Koposov & Schwab-Stone (2007) Russia 2892 / 13-18 SDQ (S) CFA 5

Mazur, Tabak & Kololo (2007) Poland 774 / 14 SDQ (S) EFA 5

d’Acremont (2008) Switzerland 557 / Adolescents SDQ (T) CFA 5

Matsuishi et al. (2008) Japan 2899 / 4-12 SDQ (P) EFA 5

Percy, McCrystal & Higgins (2008) Ireland 3753 / 12 SDQ (S) EFA CFA EFA: 3

CFA: 5 questionable

Rothenberg et al. (2008) Germany 2406 / 7-16 SDQ (P,S) EFA CFA 5

Ruchkin, Jones, Vermeiren & Schwab-Stone (2008) USA >5000 / 13-14 SDQ (S) EFA and PCACFA 53 better

Svedin & Priebe (2008) Sweden 1015 / 17-19 SDQ (S) CFA 75

Van Roy, Veenstra & Clench-Aas (2008) Norway 26269 / 10-19 SDQ (S) CFA 5

Giannakopoulos et al. (2009) Greece 1194 / 11-17 SDQ (P,S) CFA 5

Sanne, Torsheim, Heiervang & Stormark (2009) Norway 6430 Parents / SDQ (P,T) CFA EFA 5 better3

8999 Teachers

Yao et al., (2009) China 1135 / 11-18 SDQ (S) CFA 5

Di Riso (2010) Italy 1394 / M= 9.04 SDQ (P) CFA 3

Goodman, Lamping & Ploubidis (2010) Great Britain 18222 / 5-16 SDQ (P,T,S) PCA CFA 35 and 2 of second order

Petermann, Petermann & Schreyer (2010) Germany 1738 / 3-5 SDQ (P) CFA 5

Stone, Otten, Engels, Vermults & Janssens (2010) Review of 48 studies 131223 / 4-12 SDQ CFA 8 studies= 45 studies= 5

Richter, Sagatun, Heyerdahl, Oppedal & Røysamb (2011) Norway  >6000 / 15-16 SDQ (S) CFA 5

Van de Looij-Jansen, Goedhart, de Wilde & Treffers (2011) Holland 11881 / 11-16 SDQ (S) CFA 5 better4

Ezpeleta, Granero, de la Osa, Penelo & Domènech (2012) Spain 1341 / 3-4 SDQ (P, T) CFA 55 and 2 second order

Gómez (2012) Australia 2021 / 2-17 SDQ (P,T,S) CFA 5

Mieloo et al., (2012) Germany 5514 / 5-6 SDQ (P,T) CFA 5

Niclasen, Teasdale, Andersen, Skovgaard, Elberling & Obel (2012) Denmark 71840 / 5-12 SDQ (P,T) CFA 55 and 2 second order

Rodríguez-Hernández et al. (2012) Spain 595 / 7-10 SDQ (P, T) PCA CFA 5

Ruchkin, Koposov, Vermeiren & Schwab-Stone (2012) Russia 528 / 13-18 SDQ CFA 5

Essau et al. (2012) 5 European countries 2418 / 12-17 SDQ (S) CFA 35

Shevlin, Murphy & McElearney (2012) Ireland 202 SDQ (P, S) CFA 5

Liu, Chien, Shang, Lin, Liu & Gau (2013) China 3534 / 6-15 SDQ (P,T,S) PCA 4 (P,T)5 (S)

He, Burstein, Schmitz & Merikangas (2013) USA 6483 / 13-18 SDQ (P) CFA 5

Theunissen et al. (2013) Holland 839 / 3-4 SDQ (P) CFA 5
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a sample of 1458 adolescents aged 13-17 years, which showed mean
scores that were significantly higher in girls in the total difficulties and
problems associated with hyperactivity compared with boys. More
recently, Reinholdt-Dunne et al. (2011), in a sample of 834 Danish
adolescents aged 12-14 years, found higher mean scores on the
subscale Emotional Problems in favour of girls, with no statistically
significant differences according to gender in the rest of the subscales.

Regarding age, the results are more inconsistent than in the case of
gender. Some studies show an increase in problems with increasing age
(Giannakopoulos et al., 2009; Koskelainen et al., 2001; Rønning, Helge
Handegaard, Sourander, & Mørch, 2004; Yao et al., 2009), while
others find a reverse trend (Muris, Meesters, & van den Berg, 2003; Van
Roy et al., 2006), or they do not find any association (Prior, Virasinghe,
& Smart, 2005). Theoretically, it is speculated that adolescents are more
exposed to the presentation of behavioural or relational problems in the
early years, giving way at the beginning of middle and late adolescence
to a greater capacity for problem management, behavioural regulation
and control, management of social behaviours and increased capacity
for prosocial behaviours (see Table 3).

For example, the study by Van Widenfelt et al. (2003), with 970
German teenagers aged between 11 and 16 years old, showed higher
mean scores on Emotional Problems, Behavioural Problems and
Hyperactivity among the younger participants. Similarly, Armand et al.
(2012), in their study with 2,000 Iranian children and adolescents aged
6-18 years old, found that the problems of Hyperactivity and Total
Difficulties were higher among those of a younger age. In Norway, Lien,
Green, Welander-Vatn and Bjertness (2009), with a sample of 3,790
schoolchildren aged 15-19, found higher scores for internalising
problems in older participants, whereas externalising problems were
more frequent among the younger participants. However, as noted,
other research contradicts the above in part. For example, the results
achieved in Italy by di Riso et al. (2010) showed a greater number of
Relationship Problems in the older participants.

Moreover, the literature reviewed includes the interrelationship
between gender and age, revealing, for example, that the levels of total
difficulties increase with age for females, while males show the opposite

trend (Van Roy, Grøholt, Heyerdahl, & Clench-Aas, 2010) or higher
levels of prosocial behaviour at higher ages in males (Rønning et al.,
2004). Other studies show more emotional problems with increasing
age in females (Armand et al., 2012; d’Acremont & Van der Linden,
2008).

RECAPITULATION
A significant percentage of children and adolescents present mental

health difficulties throughout their life, potentially having a clear impact
not only on the personal areas but also at the health and economic levels
(Blanchard, Gurka, & Blackman, 2006; Domino et al., 2009; Drabick &
Kendall, 2010; Polanczyk et al., 2015; Simpson, Bloom, Cohen,
Blumberg, & Bourdon, 2005). Among the different measuring
instruments available for the assessment and detection of psychological
difficulties in children is the Strengths and Difficulties Questionnaire
(SDQ). The SDQ has a number of features that make it interesting for
use by mental health practitioners. These include, for example, the fact
that it is an instrument that is easy to access, available for free on the
Internet, its brevity, its ease of administration and correction, the fact that
it provides a multi-informant system, the inclusion of prosocial type
behaviours, and its adequate psychometric properties.

The reliability studies reviewed found adequate levels of reliability in
the SDQ scores, although the subscales of Behavioural Problems and
Peer Problems show, in some cases, discrete or moderate levels. Data
has also been obtained regarding the stability of the scores. We have
collected various sources of validity evidence for the SDQ. The
dimensional structure of the SDQ scores seems to be able to be
explained through a five-factor model, although it is also true that other
models (e.g., a two-factor model of second order or a bifactor model)
are also factorial solutions for which some empirical support has been
found. Similarly, other studies have analysed different sources of validity
in relation to external variables, and adequate levels of sensitivity and
specificity were obtained as well as the prediction of various mental
health problems in child and adolescent population.

Moreover, in view of the different studies conducted with the SDQ,
despite the existence of research that shows inconsistent results, there

TABLE 2
THE MAIN STUDIES THAT ANALYSE THE INTERNAL STRUCTURE OF THE SCORES OF 

THE STRENGTHS AND DIFFICULTIES QUESTIONNAIRE (SDQ) (Continued)

Study Sample

Nationality N / SDQ Type of Number of 
Age Range Version factor analysis factors found

Sveen et al. (2013) Norway 845 / 4 SDQ (P, T) CFA 5

Williamson et al. (2014) Australia 717 / 4-17 SDQ (P) CFA 5

Stevanovic et al. (2014) 7 European, African 2367 / 13-18 SDQ (S) CFA Bifactor and 5
and Asian countries

Ortuño-Sierra et al. (2015a) Spain 1547 / 11-19 SDQ (S) CFA 5

Ortuño-Sierra et al. (2015b) 5 European countries 3012 / 12-17 SDQ (S) CFA 5

Caci, Morin & Tran (2015) France 889 / 4-17 SDQ (P) CFA Bifactor

Note. SDQ (P,T,S): Strengths and Difficulties Questionnaire (Parent, Teacher, Self-Report); PCA: Principal Component Analysis; CFA: Confirmatory Factor Analysis; EFA:
Exploratory Factor Analysis; CBCL: Child Behaviour Checklist; YSR: Youth Self Report.
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TABLE 3
THE MAIN STUDIES CONCERNING GENDER AND AGE WITH 

THE STRENGTHS AND DIFFICULTIES QUESTIONNAIRE

Study Sample SDQ Version Gender Age

N Males Females Higher Lower 
Nationality Age Range Higher Score Higher Score age age

Koskelainen, Sourander & Vauras (2001) Finland 1458 SDQ (S) Behavioural Prosocial    Emotional
13-17 Peers Hyperactivity

Emotional Total

Knyazev et al. (2003) Russia 146 SDQ (P,T, S) Hyperactivity Prosocial
7-17

Muris, Meesters & van den Berg (2003) Holland 562 SDQ (P,T,S) Behavioural Emotional Total
9-15 Prosocial Peers

Van Widenfelt, Goedhart, Treffers & Goodman (2003) Germany 1476 SDQ (P,T,S) Behavioural Emotional Emotional
11-16 Hyperactivity Prosocial Hyperactivity 

Peers

Becker et al. (2004) Germany 214 SDQ (S) Behavioural Prosocial Emotional
11-17 Emotional Prosocial

Muris, Meesters, EijKelenboom & Vincken (2004) Holland 1111 SDQ (S) Behavioural Emotional
8-13 Prosocial

Rønning, Helge Handegaard, Norway 4167 SDQ (S) Behavioural Emotional
Sourander & Mørch (2004) 11-16 Hyperactivity Prosocial

Bourdon, Goodman, Rae, Simpson & Koretz (2005) USA 10367 SDQ (P) Total
4-17

Kashala, Elgen, Sommerfelt & Tylleskar (2005) Congo 1187 SDQ (T) Total Prosocial
7-9 Behavioural

Prior, Virasinghe & Smart (2005) Sri Lanka 1809 SDQ (P,T,S) Total Prosocial No differences No differences
11-13 Behavioural

Simpson, Bloom, Cohen, Blumberg & Bourdon (2005) USA > 25000 SDQ (P,S) Total Total
4-17

Becker et al. (2006) European 1573  ADHD SDQ (P) Emotional Total
countries M=8,8 Prosocial Hyperactivity

Peers

Mojtabai (2006) USA 8034 SDQ (P) Behavioural Emotional
UK 7970

5-16

Thabet, Karim & Vostanis (2006) Gaza 309 SDQ (P) Hyperactivity

Van Leeuwen, Meerschaert, Bosmans, Germany 3179 SDQ (P,T) Total Prosocial Hyperactivity
De medts & Braet (2006) 4-8 Behavioural Emotional

Hyperactivity Total
Behavioural

Van Roy, Grøholt, Heyerdahl & Clench-Aas (2006) Norway 29631 SDQ (S) Behavioural Emotional Behavioural
10-19 Peers Peers

Capron, Therond, & Duyme (2007) France 1400 SDQ (P, S) Behavioural Prosocial
M=12,8 Hyperactivity Emotional

Peers

d’Acremont & Van der Linden (2008) Switzerland 557 SDQ (T) Behavioural Prosocial
13-18 Peers

Hyperactivity

Du, Kou, & Coghill (2008) China 2655 SDQ (P,T) Hyperactivity 
3-17 Prosocial

Behavioural

Matsuishi et al. (2008) Japan 2899 SDQ (P) Total    Peers Emotional
4-12 Hyperactivity Prosocial

Behavioural

Ravens-Sieberer et al. (2008) Germany 2863 SDQ (P)
7-17

Rothenberg et al. (2008) Germany 2406 SDQ (P,S) Total     Behavioural Emotional Prosocial Hyperactivity
7-16 Hyperactivity Total

Peers
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TABLE 3
THE MAIN STUDIES CONCERNING GENDER AND AGE WITH 

THE STRENGTHS AND DIFFICULTIES QUESTIONNAIRE (Continued)

Study Sample SDQ Version Gender Age

N Males Females Higher Lower 
Nationality Age Range Higher Score Higher Score age age

Shojai, Wazana, Pitrou & Kovess (2008) France 1348 SDQ (P) Hyperactivity Prosocial
6-11 Behavioural

Svedin & Priebe (2008) Sweden 1015 SDQ (S) Behavioural Emotional
17-19 Peers Prosocial

Giannakopoulos et al. (2009) Greece 1194 SDQ (P,S) Prosocial Hyperactivity
11-17 Emotional Behavioural

Lien, Green, Welander-Vatn & Bjertness (2009) Norway 3790 SDQ Internalising Externalising
15-19

Ullah-Syed, Abdul-Hussein & Haidry (2009) Pakistan 675 SDQ (P,T) Behavioural Emotional 
5-11 Hyperactivity

Total

Yao et al., (2009) China 1135 SDQ (S) Behavioural Emotional Hyperactivity Peers
11-18 Peers Prosocial

Di Riso et al. (2010) Italy 1394 SDQ (P) Behavioural Prosocial Peers 
M= 9.04 Hyperactivity Emotional 

Keskin & Çam (2010) Turkey 38411-16 SDQ Peers Emotional Prosocial Hyperactivity Prosocial

Lai et al. (2010) Hong Kong > 4000 SDQ (P) Behavioural Emotional 
6-12 Hyperactivity Prosocial

Peers

Van Roy, Groholt, Heyerdahl & Clench-Aas (2010) Norway 8154 SDQ (P,S) Behavioural Emotional 
10-13 Hyperactivity Prosocial

Peers

Fonseca-Pedrero, Paíno, Lemos-Giráldez & Muñiz (2011) Spain 1319 SDQ (S) Behavioural Emotional Hyperactivity
13-17 Hyperactivity Prosocial Total

Peers

Reinholdt-Dunne et. (2011) Denmark 834 SDQ (S) Emotional
12-14

Wichstrøm et al. (2012) Norway 2475 SDQ (P) Hyperactivity
4

Arman, Keypour, Maracy & Attari (2012) Iran 2000 SDQ (P) Behavioural Emotional Hyperactivity
6-18 Hyperactivity Total

Mieloo et al. (2012) Germany 5514 SDQ (P,T) Total      
5-6 Behavioural

Hyperactivity

Ruchkin, Koposov, Vermeiren & Schwab-Stone (2012) Russia 528 SDQ (T) Behavioural
13-18 Hyperactivity

Shoval et al. (2012) Israel 1402 SDQ (P) Externalising
14-17

Liu et al. (2013) China 3534 SDQ (P,T,S) Emotional (S) Prosocial Behavioural
6-15 Behavioural Peers

Peers
Hyperactivity

Armand, Amel & Maracy (2013) Iran 1934 SDQ (S,P) Behavioural Emotional Emotional Prosocial
11-18 Hyperactivity Behavioural Total (P)

Total (S)

Sveen et al. (2013) Norway 845 SDQ (P, T) Behavioural Emotional
4

Barriuso-Lapresa, Hernando-Arizaleta & Rajmil (2014) Spain 6266 SDQ (P) Hyperactivity Emotional Total
4-15 Prosocial Behavioural

Ortuño-Sierra et al. (2014) Spain 508 SDQ (S) Behavioural Emotional Emotional
11-18 Prosocial Behavioural

Hyperactivity
Total

Note. SDQ (P,T,S): Strengths and Difficulties Questionnaire (Parent, Teacher, Self-Report); Emotional: Emotional Problems; Behavioural: Behavioural
Problems; Peers: Peer Problems.



appears to be some consensus that externalising problems, such as
behavioural problems and hyperactivity are more common among boys
during adolescence. However, emotional problems are more common
among girls, who also show higher values   of prosocial behaviour. In
terms of age, the results are more inconsistent, and there is research that
reflects an increase in difficulties with increasing age as well as other
studies that reveal the opposite; consequently, the heterogeneity of the
results prevents us from being able to specify what kind of difficulties are
more typical during early or late adolescence. There are also no
conclusive results regarding the degree of presentation of prosocial type
behaviours in relation to age.

In conclusion, the study of psychological adjustment and difficulties
during these developmental stages is a subject of great importance given
the impact and repercussions that these problem have on multiple levels
(e.g., social, family, healthcare, etc.). The assessment and accurate
detection of such difficulties is of great importance with regards to a
possible early prevention and to avoid their potential consolidation in
adulthood. Vulnerable or “high risk” groups should be identified as
early as possible during childhood and adolescence in order to develop
effective preventive interventions to prevent, mitigate or reduce the
overall burden and the associated morbidity, and ultimately to help to
improve one of the main causes of disability in our society.
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ince the first study on cyberbullying in 2000 by Finkelhor,
Mitchell, and Wolak in the United States, there have been
numerous investigations conducted on the phenomenon both

outside and inside our country (e.g., Álvarez-García et al., 2011; Beran
& Li, 2007; Buelga, Calva & Musitu, 2010; Calvete, Orue, Estévez,
Villardón & Padilla, 2010; Hinduja & Patchin, 2008; Ortega,
Calmaestra & Mora-Merchán, 2008; Williams & Guerra, 2007; Ybarra
& Mitchell, 2008). Proof of this is in the many special issues that various
journals, both national and international, have devoted to the subject
(e.g., Journal of Adolescent Health, Journal of Community and Applied
Psychology, Psicothema). 

However, despite this widespread proliferation of studies focused
mainly on understanding the prevalence of cyberbullying and its
correlates with other psychosocial variables, there is still no universally
agreed definition (Álvarez-García et al., 2011; Stewart, Drescher,
Maack, Ebesutani & Young, 2014; Ybarra, Boyd, Korchmaros &
Oppenheim, 2012). This has meant that different methodologies have
been used in the evaluation of the construct, which has hampered both
the comparison of the results obtained by different studies and the
advancement of research in the area (Hanewald, 2013; Ybarra et al.,
2012). 

This paper aims to present a synthesis of the state of the question
regarding the assessment of cyberbullying. To this end, firstly the
construct is defined, followed by a presentation of the prevalence rates
and the impact on the development of the people involved. In the second

stage, focusing more specifically on assessment, this study addresses
some of the challenges faced when assessing this construct today and
presents some of the most important instruments nationally and
internationally. Finally, a number of guidelines and recommendations
are offered, which should guide decisions when choosing an existing
tool to assess cyberbullying or, alternatively, designing one’s own tool,
and also when embarking on future research in this field of study.

CONCEPTUAL DEFINITION, PREVALENCE AND IMPACT ON
DEVELOPMENT

Cyberbullying has been defined as the kind of harassment committed
by an individual or group who, using new information and
communications technology (ICT) (mobile phones, email, social
networks, blogs, websites, etc.), deliberately and repeatedly attacks
someone who cannot easily defend him or herself (Patchin & Hinduja,
2006; Smith et al, 2008). This new form of peer abuse has received
other denominations, such as online bullying (Nansel et al., 2001),
electronic bullying (Kowalski & Limber, 2007; Raskauskas & Stoltz,
2007), online harassment (Filkelhor et al, 2000), internet bullying
(Williams & Guerra, 2007), and cyber aggression (Pornari & Wood,
2010). This diversity of names illustrates the existing terminological and
conceptual confusion in this area of study, which sometimes leads to
different terms being used for the same concept or the same term being
used with different meanings (Tokunaga, 2010; Ybarra et al., 2012).
This paper will use the above definition proposed by Smith et al. (2008)
and the term cyberbullying, which is the most widely used in the
scientific literature.

According to this definition, cyberbullying shares the three
characteristics of traditional bullying as it deals with aggressive
behaviours that are intentional, repeated and based on an asymmetrical
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relationship of power and control over/submission to another person
(Kowalski & Limber, 2007; Olweus, 1993). However, some authors
have questioned the feasibility of evaluating these three aspects in
cyberspace (Menesini & Nocentini, 2009). For example, while it is easy
to calibrate the imbalance of power in traditional bullying, either due to
the greater physical or psychological strength of the attacker or due to
a purely numerical criterion (several aggressors compared with one
victim), it is more complicated in cyberspace. Some authors suggest that
the use of this imbalance of power criterion could be justified by the
greater reach of the attacks that occur using the new technologies, as
they transcend to a larger virtual audience compared with traditional
bullying, which reaches a much smaller group (Garaigordobil, 2011;
Williamson, Lucas-Molina & Guerra, 2013). In other words, the
imbalance of power would be determined by the public nature of
cyberbullying compared with the private nature of traditional bullying
(Thomas et al., 2015). Moreover, the need has also been questioned for
the cyberbullying to be of a repetitive nature to be considered as such
(Gairagordobil & Martinez-Valderrey, 2015). A single act, such as the
publication of a compromising photo (whether real or the result of a
montage) in a social network can result in immediate dissemination and
thus meet the criterion of being repetitive and frequent (Menesini &
Nocentini, 2009). 

Despite these similarities, which have led some authors to argue that
cyberbullying is a traditional form of bullying (such as physical or
relational bullying; Li, 2007), cyberbullying differs from traditional
bullying in a number of aspects (Álvarez-García et al., 2011; Buelga et
al., 2010; Gairagordobil, 2011; Stewart et al., 2014). The first has
already been mentioned before: the greater scope of cyberbullying.
With a single click, a student can spread a false rumour to hundreds and
thousands of people on the internet, whereas in traditional bullying,
because it occurs in person, the scope of the rumour is much more
restricted. The second difference is the victim’s inability to escape the
situation of intimidation. Traditional bullying is essentially limited to the
time that the student victim spends in the school environment and its
surroundings; in cyberbullying, however, the harassment can continue
24 hours a day, 7 days a week, whether or not the student is at school,
as he or she can still receive messages via mobile or computer. The third
difference is that, unlike traditional bullying, cyberbullying is not a “face
to face” experience; the aggressor does not have to expose him or
herself physically to the victim. Besides this, pseudonyms can be used on
the internet. All of this gives a certain invisibility and allows the
cyberbully to act anonymously. Finally, the contents of electronic
bullying can be permanent or difficult to remove, so victims may relive
the situation of victimisation over and over again, placing them in a
more vulnerable situation (Buelga et al., 2010). 

In line with this, several authors propose that the public nature
(reaching a large audience) and the anonymous nature (the fact that the
aggressor is not known) should be included in the definition of
cyberbullying, relegating to the background both the repetitive nature
and the imbalance of power (Nocentini et al, 2010; Thomas et al,
2015). However, it is worth noting that anonymity does not occur in all
situations of cyberbullying (Tokunaga, 2010). Regardless of the place
the criteria occupy in the definition, what the studies focused on how
adolescents perceive cyberbullying scenarios do disclose (Menesini et
al., 2012) is the need to include specific criteria on cyberbullying that
go beyond the intentionality, repetition and imbalance of power.

This new technological form of bullying includes a wide range of

behaviours that are usually classified into the following categories
(Gairagordobil, 2014; Kowalski, Limber & Agatson, 2010; Willard,
2007): social exclusion (not letting the victim participate in a specific
social network), denigration (spreading rumours and false information
about the victim), harassment (sending and disseminating offensive
messages), impersonation (sending malicious messages in forums or
chat rooms posing as the victim), violation of privacy (disseminating
secrets or images of the victim); persecution (sending threatening
messages) and “happy slapping” (physically assaulting the victim in
order to record and disseminate the aggression within their
environment). Moreover, these forms can vary, and indeed they do, with
the rapid development of ICT, as well as between different cultures
(Menesini, Nocentini & Calussi, 2011).

The inconsistency in the conceptualisation and consequently the
operationalisation of the construct have led to the use of different
assessment methodologies and to the obtaining of different degrees of
prevalence. In this regard, it should be noted that studies conducted
outside our country have found prevalence rates ranging from 9%
(Ybarra, Mitchell, Wolak & Finkelhor, 2006) to 72% (Juvonen & Gross,
2008). In Spain, the studies that have been carried out have also
produced varied results (Álvarez-García et al., 2011). For example, the
study conducted nationally by the Observatorio Estatal de la
Convivencia Escolar [National Observatory of School Life] on 23,100
secondary school students, between 2.5% and 7% of the students
admitted to having been a victim and 2.5-3.5% admitted to having been
an aggressor of any of the four types of cyberbullying in the last two
months (Díaz-Aguado, Martínez-Arias & Martín, 2013). These results
are far from those obtained by Buelga et al. (2010), in a sample of
2,101 students aged between 11 and 17 years from Valencia,
according to which 24.6% had been bullied by mobile and 29% by
internet in the last year. These percentages are consistent with the review
by Tokunaga (2010), according to which between 20% and 40% of
teens experience cyberbullying. Moreover, several studies have shown
the rapid increase in this new form of bullying among adolescents.
Wolak, Mitchell and Finkelhor (2006) found that the prevalence rates
had doubled five years after their first study on cyberbullying (Finkelhor
et al., 2000). Also, it is worth noting that these prevalence rates are
higher than those found in traditional bullying (Nansel et al., 2001).

As was the case with traditional bullying, the two variables most
analysed in detecting the students involved in this technological form of
bullying have been age or educational level, and gender. With regard
to the first variable, the different studies within and outside Spain on the
prevalence of cyberbullying seem to point to the same pattern detected
in face-to-face bullying: a rise in pre-adolescence or during the first
years of secondary education, with a subsequent decline in the final
years of this educational stage (Buelga et al, 2010; Williams & Guerra,
2007). However some studies have not found differences regarding the
age of the pupils (Smith et al., 2006). Regarding gender differences, the
literature agrees that girls are bullied more than boys (Burgess-Proctor
et al, 2009; Calvete et al, 2010; Félix-Mateo et al, 2010; Kowalski &
Limber, 2007; Li, 2007; Ortega, Elipe, Mora-Merchán, Calmaestra &
Vega, 2009; Smith et al., 2006; Stewart et al, 2014). For example, a
recent study in the Basque Country on a sample of 3,026 adolescents
aged between 12 and 18, Garaigordobil and Aliri (2013) found a
significantly higher percentage of female victims (17.6% girls, 12.5%   
boys). However, other investigations have not found these differences
(Álvarez-García et al, 2011; Buelga et al, 2010; Hinduja & Patchin,
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2008; Juvonen & Gross, 2008; Williams & Guerra, 2007). Interestingly,
these results are different from those found in traditional bullying, where
there was a higher percentage of boys both in the role of victim and that
of aggressor (Tokunaga, 2010).

Cyberbullying has harmful consequences for everyone involved,
regardless of the role played, as they are at greater risk for psychosocial
maladjustment and psychopathological disorders in adolescence and
adulthood (Gairagordobil, 2011; Gradinger, Strohmeier & Spiel,
2009). In general, the research shows that cyberbullying has similar
effects to traditional bullying both at the time that it happens, and in the
medium and long term (Kowalski et al., 2010). However, some authors
suggest that its effects can be more devastating, especially among
student victims. Smith et al. (2006) found that victims perceived
electronic forms of bullying as more serious than traditional forms,
especially when the harassment was of a more public and menacing
nature.

As a result of cyberbullying, victims often have feelings of anxiety,
depression, helplessness, sadness, low self-esteem and self-confidence
as well as a poor psychosocial adjustment (Kowalski et al, 2010; Ybarra
& Mitchell, 2004). They also display poor academic performance, poor
concentration and truancy (Beran & Li, 2007; Raskauskas & Stolz,
2007) and show higher levels of stress, fear and suicidal ideation
(Hinduja & Patchin, 2010). Therefore, as with traditional bullying,
cyberbullying has significant effects on victims at the emotional,
psychosocial and academic levels (Kowalski et al, 2010; Tokunaga,
2010).

The aggressors are more likely to present moral disengagement and a
lack of empathy (Ortega, Sánchez & Menesini, 2002) and they often
exhibit problems in compliance with rules as well as aggressive
behaviour (Ybarra & Mitchell, 2007). Furthermore, they are also at a
higher risk of using drugs and displaying criminal conduct, social
isolation and dependence on technologies (Ybarra, Diener-West &
Finkelhor, 2007). 

ASSESSMENT OF CYBERBULLYING
The results presented earlier report the existence and current

importance of the problem. They also underline the urgent need for
further research on the topic and for developing valid and reliable
assessment measures that enable not only the comparison of results
between studies, but especially the correct identification of this form of
harassment in order to provide the appropriate prevention and
intervention (Dredge, Gleeson & de la Piedad, 2013; Tokunaga, 2010).

In this sense, although at first the objective of this area of   research was
to determine the presence of the phenomenon and its impact on the
personal, social and academic development of adolescents, in recent
years efforts have focused on creating new tools for its assessment, as
well as studying the psychometric properties of the existing tools (Berne
et al, 2013; Dredge et al, 2013; Menesini et al, 2011; Tokunaga,
2010). 

The aim of this second section is, firstly, to identify the main difficulties
in assessing cyberbullying today, some of which have already been
glimpsed in the previous section and are mostly inherited from the study
of traditional bullying. Secondly, the instruments used in some of the
most important studies carried out on cyberbullying within and outside
our borders will be presented, although there will be special emphasis
on the national ones, noting their general characteristics and
psychometric properties. For a closer look at the international

instruments, the reader is recommended to refer to the recent review by
Berne et al. (2013) in which the characteristics of 44 cyberbullying
assessment tools were analysed exhaustively.

As discussed above, regarding the difficulties faced in the assessment
of cyberbullying, a distinction can be made between those that are
characteristic of the construct and others that were already present in the
study of traditional bullying. Among the former, the most significant is
the aforementioned lack of consensus regarding the definition of the
cyberbullying construct. This lack of conceptual definition is, according
to some authors (Tokunaga, 2010), the most widespread
methodological problem in the investigation of cyberbullying. 

Another difficulty associated with the cyberbullying construct itself is
the enormous variety of behaviours it includes, which have been
categorised into different classifications (Gairagordobil, 2011; Kowalski
et al, 2010; Willard, 2007). These behaviours and classifications are
changing along with the rapid development of ICT (Menesini et al.,
2011), leading to the quick obsolescence of the existing categorisations
and the continuous inclusion and exclusion of new forms of electronic
aggression.

As well as the above, the assessment of cyberbullying also has to deal
with a number of problems that were already present in the study of
traditional bullying. Thus, even using the same definition of
cyberbullying, there are instruments that choose to include it explicitly in
the presentation of the questionnaire while others do not. Furthermore,
even when including the same definition, two instruments can
operationalise the construct in very different ways. For example, some
instruments pose one single question after the definition of the frequency
with which the respondent has perpetrated or suffered the phenomenon,
while others have a list of behavioural descriptors in which different
forms of cyberbullying appear.

One of the great debates in the assessment of traditional bullying and
cyberbullying, has been to clarify the appropriateness of whether to use
a single general question after the definition (e.g., “Have you suffered
from / carried out this kind of bullying?”) or only to include a list of the
different experiences of cyberbullying without a previous definition. The
studies show the pros and cons of the two types of formats. Among the
advantages of the former option is its practical application as it is based
on a single item (Solberg & Olweus, 2003). The disadvantages include,
firstly, that the definition may be interpreted differently depending on the
student’s age or culture (Ybarra et al., 2012), and secondly, that the
student’s response may be influenced by social desirability, since
students are very likely to be reluctant to label themselves as victims or
perpetrators of cyberbullying (Menesini et al., 2009). As for the model
based on behavioural descriptors, its strengths include that it provides a
more reliable, valid and accurate measure compared with the estimation
provided by a single item (Menesini et al., 2011). Moreover, this range
of items can more accurately represent the complexity of the construct.
Its limitations include that it cannot cover all situations of cyberbullying
and that this format may result in higher prevalence rates, because
students may be considering as cyberbullying acts that in fact are not
(Gradinger et al., 2009; Ybarra et al., 2012). In this sense, the studies
that use both measurement strategies have highlighted the inconsistency
between the responses to the global item and the individual descriptors
related to participation in cyberbullying situations (Burgess-Proctor et
al., 2009), with the affirmative percentages for isolated behaviours
being higher than those for the global item. Regardless of whether or not
the definition or the behavioural descriptors are included, studies show
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that the formats that lead to fewer errors in the classification of student
victims and bullies are those that incorporate the specific criteria of
bullying and cyberbullying (intentional, repetitive and power imbalance)
(Menesini et al, 2010; Ybarra et al, 2012). Moreover, in the case of
cyberbullying it would be interesting to include more specific criteria
(public, anonymous nature, etc.) (Menesini et al, 2011; Tokunaga,
2010). It is therefore important to keep this in mind when choosing or
designing the assessment instrument. 

The variations in the format do not end here, we also find
questionnaires which, while based on uniform definitions and
behavioural listings, employ different time intervals. Thus, some studies
ask to what extent the respondent has perpetrated or suffered such
incidents since the start of the school year, others in the past year, others
in the last two or three months, and some do not establish any kind of
time limit. The combination of these variants results in a multitude of
assessment tools that can lead to very different prevalence rates as we
have already seen (e.g., between 9% and 72% in the US and between
2.5% and 24.6% in Spain).

Another difficulty in assessing cyberbullying is estimating the
discriminative power of the items in distinguishing different levels of
severity in cyberbullying, because it is not the same to make an offensive
comment via a text message as it is to publish a compromising photograph

in a social network. To this end, Menesini et al. (2012), using item
response theory (IRT), found that the visual forms of cyberbullying
(photographs and videos) were the most serious. However, they found
some differences with respect to the previous studies (e.g., Smith et al.,
2008), especially in less serious items, concluding that it is important to
take cultural differences into account in both the conceptualisation of
cyberbullying and the use of new technologies.

Tables 1 and 2 show the most relevant instruments in Spain, and in the
European and US contexts, respectively, for evaluating cyberbullying. 

In Table 1 we can observe how only one of the six national
questionnaires includes the definition of cyberbullying (Ortega et al.,
2008), the remaining five incorporate a number of items related to
various experiences of cyberbullying (Álvarez-García et al., 2011;
Buelga et al., 2010; Calvete et al., 2010; Díaz-Aguado et al., 2013;
Gairagordobil & Aliri, 2013), two of which differ between the roles of
victim and perpetrator (Díaz-Aguado et al., 2013; Gairagordobil &
Aliri, 2013), and one differentiates the electronic medium used (Buelga
et al, 2010). Also, while all the instruments include the electronic and
intentional dimension of the behaviour evaluated, only two studies
incorporate the repetitive nature (Buelga et al, 2010; Ortega et al.,
2008). None of them considered the imbalance of power, or other
characteristic criteria of cyberbullying (e.g., the public or anonymous
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TABLE 1
NATIONAL TOOLS FOR ASSESSING CYBERBULLYING: 
CONCEPTUAL AND PSYCHOMETRIC CHARACTERISTICS

Authors and
year/Region

Álvarez-García
et al.
(2011)/Asturias

Buelga et al.
(2010)/
Valencia

Calvete et al.
(2010)/Vizcaya

Instrument

Cuestionario de
Violencia Escolar –
Revisado
[Questionnaire of
School Violence -
Revised] (CUVE-R)

Escalas de
Victimización (EV) a
través del teléfono
móvil y a través de
Internet [Scales of
Victimisation (SV) via
Mobile and via
Internet]

Includes two
questions that
evaluate the intensity
and duration of the
harassment

Cuestionario
Cyberbullying
[Cyberbullying
Questionnaire]
(CBQ)

N

638

2,101

1,431

Age/Level of
education

1st-4th year
secondary

1st-4th year
secondary

12-17 years
of age

Subscales (nº items) and
how they are obtained

The questionnaire includes
31 items grouped into 8
factors. One of them:

Violence through ICT (6
items)

How often does the teacher
/ student in the class
experience the acts

[1 = NEVER, 5 = ALWAYS] 
EFA/CFA

SV Mobile (8 items)
SV Internet (10 items)
Harassment experienced
within the last year

[1=NEVER, 4= MANY
TIMES/ALWAYS]

CB (16 items)
How often has any of the
16 behaviours been carried
out

[0=NEVER, 2=OFTEN]

CFA

Definition

E, I 

Does not include
definition

E, I, R, 

Does not include
definition

E,I

Does not include
definition

Forms/Device

Harassment, Violation of
privacy

Mobile/Social Networks

Harassment, Persecution,
Denigration, Violation of
privacy, Social exclusion,
Impersonation

Mobile/Internet

Harassment, Persecution,
Denigration, Violation of
privacy, Social exclusion,
Impersonation, Happy
slapping 

Mobile/Internet

Reliability

CUVE-R: α=0.924 

Does not provide data
on the ‘Violence through
ICT’ factor. 

SV Mobile: α=0.76

SV Internet: α=0.84

α=0.96



nature). All of the instruments reviewed include actions that occurred via
mobile and the internet. The types and classifications of behaviours
varied in each instrument, although all of the included the form
‘harassment’ (e.g., insulting or ridiculing with messages or calls), and
students had to indicate how often they suffered and/or perpetrated
each of the behaviours (generally on a Likert scale of 4 points). Two of
the instruments do not impose a time interval (Álvarez-García et al,
2011; Calvete et al., 2010), two others specify ‘in the last year’ (Buelga
et al, 2010; Gairagordobil & Aliri, 2013) and the remaining two
‘during the last two months’ (Diaz-Aguado et al, 2013; Ortega et al,
2008). From the above, we can see the enormous variability of formats
used in the different instruments highlighting what we discussed
previously in relation to the difficulties in the conceptualisation and
operationalisation of cyberbullying. 

As for the psychometric aspects of the instruments reviewed, we can
see that, in their construction, exploratory factor analysis (EFA) were
conducted in three of the studies (Álvarez-García et al, 2011; Díaz-
Aguado et al, 2013; Gairagordobil & Aliri, 2013) and confirmatory
factor analysis (CFA) were conducted in two (Álvarez-García et al,
2011; Calvete et al, 2010), in order to validate the construct evaluated.
With the exception of one study (Ortega et al., 2008), all of the works
provided data of internal consistency as indicators of the reliability of the
instruments used. Without undervaluing the efforts of the Spanish
researchers to analyse and ensure the psychometric properties of the
instruments they have developed (e.g., according to the review by Berne
et al., 2013, only 18 of the 44 international instruments analysed
reported internal consistency data) it would be interesting in the future
to complement these results with other measures of reliability (e.g., test-
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TABLE 1
NATIONAL TOOLS FOR ASSESSING CYBERBULLYING: 

CONCEPTUAL AND PSYCHOMETRIC CHARACTERISTICS (Continued)

Note. The double hyphen (—) is used when no information is given about this in the study. EFA = Exploratory Factor Analysis; CFA = Confirmatory Factor Analysis; CB = Cyberbullying. The
following initials represent the defining elements of cyberbullying proposed in the scientific literature (Tokunaga, 2010) and which have been considered in the particular instrument (even if there is
no definition included): Electronic medium = E; Intentionality = I; Repetition = R; Imbalance of Power = IP; Anonymity = A; Public/Private = P.
1 The questionnaire is available from: http://www.uco.es/laecovi/img/recursos/RFUY4MDDVCZWHkm.pdf

Authors and
year/Region

Díaz-Aguado
et al.
(2013)/Spain

Gairagordobil
& Aliri
(2013)/Basque
Country

Ortega et al.
(2008)/
Cordoba1

Instrument

Acoso con nuevas
tecnologías
[Bullying with new
technologies]

(The instrument
also evaluates
traditional
bullying)

Cyberbullying:
Screening de
acoso entre
iguales
[Cyberbullying:
Screening of peer
harassment]
(Edited by TEA)

Cuestionario
Cyberbullying
[Cyberbullying
questionnaire]
(adaptation of the
instrument by
Smith et al., 2006)

Also asks about
feelings, coping
strategies, etc.

N

23,100

3,026

830

Age/Level of
education

1st-4th year
secondary
(12-18 years
of age)

12-18 years
of age

1st-4th year
secondary

Subscales (nº items) and
how they are obtained

Victim (4 items)
Aggressor (4 items)

Frequency with which the
respondent has suffered or
committed the 4 behaviours
within the last two months. 

[1=NEVER, 5= ALWAYS]

EFA

Victim (15 items)
Aggressor (15 items)
Observer (15 items)

Inform of the frequency
with which the 15
behaviours have been
suffered, perpetrated or
seen in the last year

[0=NEVER, 3=ALWAYS]

EFA

Mobile (2)
Internet (2)

The global definition
appears, which includes
several examples and the
student has to indicate if
s/he has been bullied or
has bullied someone in this
way via mobile and/or
internet in the last two
months. 

[NEVER, ONCE or  TWICE,
ONCE A WEEK, VARIOUS
TIMES A WEEK, OTHER]

Definition

E, I

The definition of
traditional bullying
appears but not that
of cyberbullying

E, I

Does not include
definition

E,I,R

Includes definition

Forms/Device

Harassment, Persecution,
Violation of privacy, 

Mobile/Internet

Harassment, Persecution,
Denigration, Violation of
privacy, Social exclusion,
Impersonation, Happy
slapping

Mobile//Internet

Harassment, Persecution,
Denigration, Violation of
privacy, Social exclusion,
Impersonation 

Mobile / Internet

Reliability

Victim: α=0.83

Aggressor: α=0.91

α=0.91

—
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TABLE 2 
INTERNATIONAL INSTRUMENTS FOR ASSESSING CYBERBULLYING: 

CONCEPTUAL AND PSYCHOMETRIC CHARACTERISTICS

Authors and
year/Region

Beran & Li
(2007)/Canada

Hinduja &
Patchin
(2008)/USA

Menesini et al.
(2011)/Italy

Instrument

Cyber-harassment
student survey

General
cyberbullying
measure

Cyberbullying
Scale

N

432

1,378

1,092

Age/Level of
education

7th-9th
grade (12-15
years of age)

10-17 years
of age

11-18 years
of age

Subscales (nº items) and
how they are obtained

Based on the definition of
‘harassment’ the pupil has
to indicate how often s/he
has suffered this situation
(does not include time
limit).

[1=NEVER, 5= ALWAYS]

2 items: If respondent has
ever been bullied/bullied
others online. 

Victim (10 items)
Aggressor (10 items)

Frequency with which the
behaviours have been
suffered/committed within
the last 2 months.

[1=NEVER, 5= ALWAYS]

CFA

Definition

E, I, R, IP

Includes definition of
‘harassment’ 

E, I, R

Includes definition of
‘online bullying’

E, I, R, IP

Does not include
definition

Forms/Device

Mobile/Internet/Computer
/Voice mail/Video
cameras

Social exclusion,
Harassment, Persecution

Mobile/Internet

Harassment, Violation of
privacy, Denigration,
Persecution, Happy
slapping

Mobile/Internet

Reliability

—

—

Male victims: α=0.87

Female victims: α=0.72

Male aggressors: α=0.86

Female aggressors:
α=0.67

retest) and to provide other evidence of validity (e.g., convergent and
discriminant validity). Although possibly the first step is, as already
mentioned, to agree upon both the definition and the operationalisation
of the cyberbullying construct in order to ensure the content validity of
the instruments developed. 

In Table 2, concerning the international instruments, we can see some
similarities with the comments made regarding the national instruments.
For more information about the different questionnaires used
internationally, again we recommend reading the study by Berne et al.
(2013), in which 44 instruments are analysed. Here we have selected
the studies that are most cited in the literature and those works not
included in Berne’s review due to having been published afterwards
(e.g., Stewart et al., 2014).

DISCUSSION AND CONCLUSIONS
Based on the above it can be concluded that, despite the large number

of investigations carried out in the last decade on cyberbullying, it still
seems to be an embryonic field of study. In the future, the experts in the
field should work together in order to reach a consensus on the
conceptualisation and operationalisation of the phenomenon and to
continue to research the validity and reliability of the existing
instruments. 

Specifically, based on what was stated in the previous sections, a
number of future challenges arise in the assessment of cyberbullying and
these are presented below: 
1. It should be noted that the construction of new assessment tools

should be based on the analysis of the advantages and disadvan-
tages of the questionnaires already developed by other researchers
to avoid the current situation, in which it is unusual to find the same
instrument being used in different studies except those written by the
same author (Berne et al, 2013; Tokunaga, 2010).

2. The instruments should be based on a definition of cyberbullying

and this should appear explicitly in the instrument along with the
defining criteria that are to be evaluated. In the future, it would be
interesting for the instruments to include, as well as the three criteria
of traditional bullying (intentional, repetitive and imbalance of pow-
er), the differentiating criteria of cyberbullying, at least the ones that
refer to its anonymous and public nature. 

3. The instruments should include different behavioural descriptors cov-
ering the current classifications in cyberbullying (e.g., Willard,
2007). If a general item is opted for (e.g., after the definition of cy-
berbullying, asking the question have you suffered/committed this
kind of bullying?), it is important to include these more specific de-
scriptors in order to identify and differentiate the different types of
cyberbullying.

4. A specific time interval should also be specified in the instructions or
in the drafting of the items (e.g., within the last two months), espe-
cially in studies aimed at prevention or intervention. The use of gen-
eral or ambiguous terms should be avoided (e.g., “ever” without
specifying a time period or “in the past year”, which could be inter-
preted in various ways), as they do not provide data on active cases
during a given time interval. This is vital in comparing the preva-
lence rates among different studies.

5. The instruments should have sufficient validity indicators. It is neces-
sary to develop valid instruments to ensure that they are all measur-
ing the same phenomenon. In this sense, studies are required that
provide evidence of the validity of the assessment instruments. Since
one of the main problems is the conceptual definition of the con-
struct, it would be advisable to assess the content validity of the in-
struments by groups of experts to assess whether the items represent
the content domain (Sireci & Faulkner-Bond, 2014). Also in relation
to the construct validity, the internal structure of the instruments
should be studied (e.g., exploratory and confirmatory analysis) and
validity evidence provided in relation to other tests that measure the
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TABLE 2 
INTERNATIONAL INSTRUMENTS FOR ASSESSING CYBERBULLYING: 
CONCEPTUAL AND PSYCHOMETRIC CHARACTERISTICS (Continued)

Note. The double hyphen (—) is used when no information is given about this in the study. EFA = Exploratory Factor Analysis; CFA = Confirmatory Factor Analysis. The following initials represent
the defining elements of cyberbullying proposed in the scientific literature (Tokunaga, 2010) and which have been considered in the particular instrument (even if there is no definition included):
Electronic medium = E; Intentionality = I; Repetition = R; Imbalance of Power = IP; Anonymity = A; Public/Private = P.
2 Although this study was carried out by Spanish authors and in the Spanish population, it has been considered international because the instrument was developed within a European project. 
3The instrument is available in its English version from: http://www.bullyingandcyber.net/media/cms_page_media/44/Questionario%20EQCB%20english_4.pd

Authors and
year/Region

Ortega et al.
(2009)/
Cordoba2

Smith et al.
(2008)/England

Stewart et al.
(2014) /USA

Ybarra et al.
(2006)/ USA

Ybarra &
Mitchell
(2008)/USA

Williams &
Guerra
(2007)/USA

Instrument

DAPNHE
Questionnaire3

European
Cyberbullying
Research Project
(ECRP)

(Also evaluates
traditional
bullying)

Cyberbullying
questionnaire

(Also evaluates
traditional bullying
with Olweus
Bullying/Victim
questionnaire)

Cyberbullying
Scale

Internet
Harassment/Youth
Internet Safety
Survey

Growing up with
media (GuwM):
youth- reported
internet
harassment

N

1,671 

(1) 92
(2) 533

736

1,501

1,588

3,339

Age/Level of
education

1st-3rd
Secondary

1st Bacc.

11-16 years
of age

6th-12th
grade (11-18
years of age)

10-17 years
of age

10-15 years
of age

5th-8th
grade (10-14
years of age)

Subscales (nº items) and
how they are obtained

Mobile (12 items)
Internet (12 items)

2 items: How often has
s/he suffered/ committed
this type of bullying via
mobile/internet in the last
2 months

[1=NEVER, 5=A NUMBER
OF TIMES A WEEK OR
MORE]

The rest of the items (10)
are related to feelings,
coping strategies, etc.

If s/he has suffered
bullying (1 item) or bullied
someone (1 item) through 7
different means. They are
also asked since when. 

[1=NEVER, 5=A NUMBER
OF TIMES A WEEK]

Whether s/he has suffered
bullying or has bullied
someone through 8 means
(2 items, the pupil must
indicate the means).
Victim (14 items)
Frequency with which s/he
has suffered any of the 14
behaviours in the past few
months.

[1=NEVER, 5= A NUMBER
OF TIMES A WEEK]

EFA/CFA

Victim (2 items)
Aggressor (2 items)
Indicate whether s/he has
suffered/ committed any of
the 2 behaviours within the
last year. 

Victim (3 items)
Aggressor (3 items)

Frequency with which they
have suffered/perpetrated
the 3 behaviours in the
past year

[1=NEVER, 5= ALWAYS]

CFA

1 item (“I tell lies about my
classmates via email or text
messages”)

Definition

E, I, R, IP

Includes definition

E, I, R, IP

Includes definition

E, I, 

Does not include
definition

E,I

Does not include
definition

E, I

Does not include
definition

E, I

Does not include
definition

Forms/Device

Harassment, Persecution,
Denigration, Violation of
privacy.

Mobile/Internet

Media: text message,
photos or videos,
telephone calls, email,
chat rooms, instant
messaging and websites.

Mobile/Internet.

Media: email, text/Twitter
messages, images, instant
messaging, online videos,
social networks, chat
rooms, virtual world (The
Sims).

Harassment, Persecution,
Denigration, Social
exclusion, Impersonation,
Violation of privacy.

Mobile/Internet

Harassment, Denigration

Internet

Harassment, Denigration,
Persecution

Internet

Denigration

Mobile/Internet

Reliability

—

—

Victim (14 items):

Boys α=0.94

Girls α=0.93 

—

Victim: α=0.79

Aggressor: α=0.82



same construct or a different one (AERA, APA & NMCE, 2014). In
this line and considering that one of the objectives is diagnosis, it
would also be advisable to have an external criterion to serve as a
gold standard in assessing, for example, the sensitivity and speci-
ficity of the instrument.

6. The instruments should have reliability indicators. Among the instru-
ments presented, it has been observed that few of them provide da-
ta on reliability and the ones that do so, refer only to the internal
consistency. In the future it would be interesting to conduct longitudi-
nal studies that would allow us to obtain information on the test-
retest reliability of the instruments.

7. In connection with the above, we would propose the use of the infor-
mation function (IF) models from item response theory (Muniz,
1997) as an alternative to Cronbach’s alpha. It is of particular inter-
est in this context, since the IF would enable us to know the degree
of precision with which the instrument is measuring people with high
scores on cyberbullying. 

8. If we consider that the participants in these types of situation tend to
hide this fact, it would be interesting to highlight the importance of
using proxies in addition to assessment using self-reports (Benítez,
Padilla & Ongena, 2012). It could be very useful to complement the
assessment with information obtained from the parents, friends and
teachers.

9. Finally, it would be necessary in future studies to incorporate a cul-
tural perspective that would allow us to make cross-cultural compar-
isons, as suggested by Menesini et al (2012).
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he term early traumatic experiences refers to different events
that occur in childhood and adolescence, which are
characterised by being out of the child’s control, preventing or

disrupting normal development, and causing stress and suffering
(Burgermeister, 2007). The most common are emotional abuse, physical
abuse, sexual abuse, emotional neglect and physical neglect (Bernstein
et al., 2003).

It is difficult to know the true prevalence of abuse in children, since the
majority of cases are usually not detected. The fact that most of these
traumatic experiences occur in the family environment, the shame
experienced by the victim, the early age at which they happen and the
dependence on the adult, and the criminal sanctions involving the
reporting of such cases are some of the factors that impede them from
being known about (Goldman & Padayachi, 2000). In our country, the
study conducted by the Reina Sofia Centre (Sanmartín, 2011) on child
abuse in the family is noteworthy. The results showed that 4.54% of boys
and 3.94% of girls between 8 and 17 years reported suffering abuse by
a family member. The most prevalent types of abuse in this age group
are: psychological (2.35%), followed by physical (2.24%), sexual
(0.89%) and finally, negligence (0.78%). With regards to sex, boys are

at greater risk of suffering physical abuse (2.41%), while girls suffer
higher rates of psychological abuse (2.72%), sexual abuse (1.13%) and
negligence (0.91%). Similarly, the results indicate that experiences of
abuse decrease as the age of the child increases. Thus, the prevalence
of abuse between 8 and 11 years stood at 5.05%, while between 12
and 14 years it was 4.65%.

The presence of stressful events or occurrences has important
implications for people’s physical and emotional health (Thabrew, de
Sylva & Romans, 2012). During childhood, these traumas can have a
more significant impact, since they do not affect a biological,
psychological and socially mature human being, but a human being
in a phase of development that requires certain external conditions of
stability and protection (López-Soler, 2008). Thus, the fact that the
human brain continues to develop during childhood and adolescence,
and even during the adult period, makes it especially vulnerable to
traumatic situations or chronic stress and can cause damage,
sometimes irreversible, of a physical, emotional and cognitive nature
(Mesa-Gresa & Moya-Abiol, 2011). In general, the following
reactions to a seriously stressful event are considered normal: sadness,
anxiety, anger, altered behaviour and other minor difficulties that
disrupt for a short time (López-Soler, 2008). However, sometimes the
difficulties are more intense and longer lasting, resulting in significant
problems in the personal functioning and psychosocial adaptation of
the child. Thus, negative occurrences, such as physical abuse,
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emotional neglect, sexual abuse and others may produce negative
psychological effects, both in the short and long term (Pereda, 2009,
2010) (see Figure 1).

Among the short and medium term psychological effects, it has been
found that episodes of abuse cause changes in the emotional
development and personality of the child. Different studies show the
profile of the child with experience of abuse as insecure, with low self-
esteem and difficulties in social relations (Flynn, Cicchetti, & Rogosch
2014; Young & Widom, 2014), presenting great difficulty in expressing
and recognising emotions and having more negative emotions (Shenk,
Putnam & Noll, 2013). Similarly, often they lack essential positive beliefs
about themselves and their world, showing less skills in recognising and
responding to the distress of others (Sanmartin, 2011). It has also been
found that these children are more likely to exhibit delays in cognitive
development, showing gaps in the development of language, low scores
on intelligence tests and generally poor school performance (Merritt &
Klein, 2015; Viezel, Freer, Lowell & Castillo, 2014).

These deficits, far from abating over time, can sometimes persist into
adulthood, leading to different psychopathologies. The presence of
early traumatic experiences has been associated with increased
vulnerability to psychopathology and a worse physical condition in
adulthood (Shonkoff et al., 2012). At the psychiatric level, numerous
studies have found a relationship between childhood trauma and
various psychopathological disorders, such as mood disorders and
anxiety, post-traumatic stress disorder, dissociative disorders,
psychotic disorders, and substance use disorders, among others
(Agorastos, et al, 2014; Park et al, 2014; Van Nierop et al, 2015). It
is estimated that between 34 and 53% of patients with mental health
problems have a history of physical and sexual abuse during
childhood (Alarcón, Araujo, Godoy & Vera, 2010). Similarly, the
existence of early trauma has been associated with various
complications in the course of mental disorders, such as increased
comorbidity and severity, worse response to drug treatment and worse
prognosis (Álvarez et al, 2011; Nanni, Uher & Danese, 2012; Teicher
& Smamson, 2013). 

Within the trauma and psychopathology relationship, interest in the
study of the relationship between psychosis and early traumatic
experiences has increased in recent years. Different studies show that
traumatic experiences can play a causal role in the development of
psychotic disorders (Falukozi & Addington, 2012; Lataster, Myin-
Germeys, Lieb, Wittchen & van Os, 2012; Thompson et al, 2014.)
Recently, Varese and colleagues (2012) conducted a comprehensive
meta-analysis, finding a significant relationship between the presence
of different types of traumatic experiences and psychosis (odds ratio
(OR) = 2.78, p ≤ 0.001). In Spain, there are few studies measuring this
relationship, with the results being consistent with those found in
international samples; and between 40 and 75% of the patients with
psychosis studied reported the previous presence of traumatic
experiences (Álvarez et al, 2011; Ordóñez-Camblor et al, 2014).
Similarly, recent studies highlight the role of traumatic experiences
before the development of psychosis, as a possible trigger factor; a
history of traumatic experiences has been linked with the transition to
psychosis in people at high risk (Bechdolf et al, 2010; Thompson et al,
2014; Tikka et al, 2014).

The study of the relationship between psychosis and traumatic
experiences has also focused on the effect that these experiences can
have on the course and outcome of psychotic disorders. Overall, the
patients who report a history of trauma present a more severe clinical
profile, with an earlier onset of symptoms, more positive symptoms,
especially hallucinations, a higher number of admissions and more
suicide thoughts and attempts (Conus, Cotton, Schimmelmann, McGorry
& Lambert, 2010; Daahlman et al, 2012). Similarly, they have lower
adherence to treatment and increased comorbid symptomatology
(Bendall, Álvarez-Jiménez, Nelson & McGorry, 2013; Schäfer et al,
2012).

Within this context, the purpose of this study was to perform a brief
description and approach to the main measuring instruments for the
assessment of early traumatic experiences, preferably in adults. The
assessment and treatment of traumatic experiences is of utmost
importance for the prevention and intervention of psychopathological
alterations. In this sense, it is relevant to have short and simple
measuring instruments to identify the presence of different early
traumatic experiences, in order to carry out a more precise and
thorough psychological evaluation of these experiences and to guide the
intervention and the possible therapeutic process.

INSTRUMENTS FOR ASSESSING EARLY TRAUMATIC EXPERIENCES:
A SELECTIVE REVIEW

Due to the growing interest in the study of the presence of child
traumatic experiences, and given their frequency and their impact on
the psychological adjustment of the people who experience them, in
recent years the development of different questionnaires for assessing
the presence of such experiences has increased (Donald, 2012). In
Spain, there are few studies that have carried out a review of the
various measuring instruments currently used for the assessment of
early traumatic experiences. At the international level, various authors
have recently undertaken reviews of the instruments for assessing early
trauma (see Burgermeister, 2007; Roy & Perry, 2004; Thabrew et al,
2012). Such reviews agree in affirming that most of the instruments do
not provide information about their psychometric properties, which
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makes them less useful in both clinical practice and research (Thabrew
et al., 2012). Similarly, many of the instruments focus on evaluating a
single type of traumatic experience (Roy & Perry, 2004). Tables 1 and
2 show the main interviews and self-reports for assessing children’s
traumatic experiences that exist internationally. 

If we consider the tools for evaluating various types of traumatic
experiences, the most used ones that have provided adequate
psychometric properties and have been adapted and validated into
Spanish are the Childhood Trauma Questionnaire (CTQ) (Bernstein,
Ahluvalia, Pogge & Handelsman, 1994 ) and the Early Trauma
Inventory (ETI) (Bremner, Vermetten & Mazure, 2000).

The Childhood Trauma Questionnaire (CTQ) (Bernstein et al., 1994) is
the most widely used self-report used in the assessment of traumatic
childhood experiences (Thabrew et al., 2012). It includes five types of
childhood trauma: emotional abuse, physical abuse, sexual abuse,
physical neglect and emotional neglect. The CTQ consists of 70 items of
Likert format with 5 categories (0 = “never” and 5 = “very often”). The
internal consistency in international studies, is high, both for the total
scale (0.98), and for the different factors, ranging from 0.79 to 0.94.
Similarly, the test-retest reliability for the whole scale is 0.88, while for
the individual factors it was between 0.80 and 0.83. Later, Bernstein et
al. (2003) developed a short version, The Childhood Trauma

Questionnaire-Short Form (CTQ-SF), composed of 28 items. The CTQ-
SF has been translated and adapted to several languages, showing
adequate psychometric properties (Grassi-Oliveira et al., 2014).
Recently the CTQ-SF has been adapted and translated into Spanish by
Hernández et al. (2013) in a sample of 185 women with various mental
disorders, showing adequate psychometric properties. The Cronbach’s
alpha coefficient is between 0.66 and 0.94. The factor analysis
supported a five-factor structure originally proposed by Bernstein et al.,
(2003). Similarly, the correlation factor is high, ranging between 0.29
and 0.50.

The Early Trauma Inventory (ETI) (Bremner et al., 2000) has been
developed for the evaluation of different types of abuse –such as sexual,
physical and emotional abuse– and other traumas –such as witnessing
violent acts. The ETI has 56 items in dichotomous Yes / No format,
through which it evaluates the different types of trauma, the frequency of
the abuse, the age at which the abuse began, the perpetrator of the
abuse and the impact of the abuse. The internal consistency, in studies
carried out with foreign samples, is between 0.86 and 0.92, with the
test-retest reliability oscillating between 0.51 and 0.99. There is also an
abridged version, The Early Trauma Inventory-Short Form (SF-TSI)
(Bremmer et al., 2007), consisting of 27 items in dichotomous Yes / No
response format, which, like the original version, evaluates four
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TABLE 1
INTERVIEWS FOR THE ASSESSMENT OF CHILDREN’S TRAUMATIC EXPERIENCES

Name of the scale

Abuse History

Brief Physical and Sexual Abuse Questionnaire

Childhood Experience of Care and Abuse

Childhood Life Events and Family Characteristics Questionnaire

Childhood Maltreatment Interview Schedule

Childhood Trauma Interview

Developmental Interview

Early Home Environment Interview

Early Trauma Inventory

Family Experience Interview

Family Interview for Protectiveness and Empathy

History of Physical and Sexual Abuse Questionnaire

Interview for Traumatic Events in Childhood

Instrument on child sexual abuse

Retrospective Assessment of Traumatic Experience

Retrospective Childhood Experience Questionnaire

Retrospective Family Pathology Questionnaire

Retrospective Separation Experience Questionnaire

Sexual Abuse Severity Scale

Structured Trauma Interview

Traumatic Antecedents Interview

Trauma History Screen

Unwelcome Childhood Sexual Events

Reference

(Soloff, Lynch & Kelly, 2002)

(Marshall et al., 1998)

(Bifulco, Brown & Harris, 1994).

(Byrne, Velamoor, Cernovsky, Cortese & Losztyn, 1990)

(Briere, 1992, Briere, Elliott, Harris & Cotman, 1995)

(Fink, Bernstein, Hadelsman, Foote & Lovejoy, 1995)

(Paris, Zweig-Frank & Guzder, 1994)

(Lizardi et al., 1995)

(Bremner et al., 2000)

(Ogata et al., 1990)

(Laporte & Guttman, 2001)

(Meyer, Muenzenmaier, Cancienne & Struening, 1996)

(Lobbestael, Arntz, Harkema-Schouten & Bernstein, 2009)

(Russell, 1986)

(Gallaghe, Flye, Hurt, Stone & Hull, 1992)

(Zanarini, Gunderson, Marino,  Schwartz  & Frankenburg, 1989)

(Zanarini et al., 1989)

(Zanarini et al., 1989)

(Silk, Lee, Hill & Lohr, 1995)

(Draijer & Langeland, 1999)

(Herman, Perry & Van der Kolk, 1989)

(Allen, Huntoon & Evans, 1999)

(Russ, Shearin, Clarkin, Harrison & Hull, 1993)

Abbrev.

AH

BPSAQ

CECA

CLEFCQ

CMIS y CMIS-SF

CTI

DI

EHEI

ETI

FEI

FIPE

HPSAQ

ITEC

RATE

RCEQ

RFPQ

RSEQ

SASS

STI

TAI

THS

UCSE

Note. Abbrev: Abbreviation
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dimensions (general trauma, sexual abuse, physical abuse and
emotional abuse). The ETI-SF has been adapted and translated into
different languages, presenting adequate psychometric properties
(Osóiro et al., 2013).

In our country, Plaza et al. (2011) have carried out the validation and
adaptation into Spanish of the ETI and ETI-SF in a sample of 227
postpartum women. The results indicate that the Spanish version of the
ETI presents adequate psychometric properties. The reliability of the
scores relating to the internal consistency (estimated using Cronbach’s
alpha) for the overall scale was 0.79, while the values   for the subscales
ranged between 0.58 and 0.76). Meanwhile the test-retest was 0.92 for
the global scale and between 0.76 and 0.95 for the different subscales.
Similarly, the results indicate that the ETI-SF had adequate psychometric
properties. The Cronbach’s alpha coefficient for the total score was
0.72, while the values   for the subscales ranged from 0.42 to 0.72.
Obtaining evidence of validity of the two instruments was performed by
analysis of the ROC curve. The results indicate that both instruments
have adequate evidence of validity, although the ETI-SF is slightly
weaker in the detection of physical abuse.

DEVELOPMENT AND VALIDATION OF AN ASSESSMENT
INSTRUMENT FOR THE DETECTION OF EARLY TRAUMATIC
EXPERIENCES IN PATIENTS WITH SEVERE MENTAL DISORDERS: THE
EXPTRA-S

Within this research context, at the national level, as yet no
instrument has been specifically built, weighted and validated for the
assessment of traumatic experiences in clinical population, particularly
in patients with severe mental illness (SMI) (e.g., psychosis). Also, the
vast majority of assessment instruments developed for this purpose do
not incorporate new developments in psychological measurement
(e.g., the construction, translation and/or adaptation of the test, or the
construction of items) or new statistical procedures, such as item
response theory (IRT) or differential item functioning (DIF). Similarly,
there are few instruments that are available in the specialist literature,
that evaluate the distress associated with these experiences. This is
important since, from a clinical point of view, the way in which the
patient processes and manages the trauma is critical in working
through the traumatic experiences.

Recently our research team developed the Cuestionario de Screening

TABLE  2
SELF-REPORTS FOR ASSESSING CHILDREN’S TRAUMATIC EXPERIENCES

Name of the scale

Adverse Childhood Experiences Study Questionnaire

Assessing Environments III

Computer Assisted Maltreatment Inventory

Childhood Abuse and Trauma Scale

Childhood Experiences Questionnaire

Childhood Unwanted Sexual Events

Child Maltreatment History Self-Report

Childhood Traumatic Events Scale

Childhood Trauma Questionnaire

Childhood Violence Scale

Comprehensive Child Maltreatment Scales for Adults

Life Experience Questionnaire

Neglect Scale

Parental Physical Maltreatment Scale

Psychological Maltreatment Inventory

Physical and Sexual Abuse Questionnaire

Parental Psychological Maltreatment Scale

Revised Childhood Experiences Questionnaire

Sexual Abuse Exposure Questionnaire

Sexual Abuse Questionnaire

Sexual Events Questionnaire

Sexual Experience Questionnaire

Sexual Life Events Inventory

Sexual and Physical Abuse History Questionnaire of Leserman andcolleagues

Stressful Life Events Screening Questionnaire

Traumatic Experiences Questionnaire

Reference

(Dube, Williamson, Thompson, Felitti & Anda, 2004)

(Berger, Knuston, Mehm & Perkins, 1988)

(DiLillo et al., 2010)

(Sanders & Becker-Lausen, 1995)

(Ferguson & Dacey, 1997)

(Lange, Kooiman, Huberts & van Oostendorp, 1995)

(MacMillan et al., 1997)

(Pennebaker & Susman, 1988)

(Bernstein et al.,1994)

(Riggs, O’Leary & Breslin, 1990)

(Higgins y McCabe, 2001)

(Bryer, Nelson, Miller & Krol, 1987)

(Harrington, Zuravin, DePanfilis, Ting & Dubowitz, 2002)

(Briere & Runtz, 1990)

(Engels & Moisan, 1994)

(Nagata, Kiriike, Iketani, Kawarada & Tanaka, 1999)

(Briere & Runtz, 1990)

(Zanarini et al., 1997)

(Ryan, Rodríguez, Rowan y Foy, 1992)

(Finkelhor, 1979)

(Calam & Slade, 1989)

(Wagner & Linehan, 1994)

(Palmer,Chaloner & Oppenheimer, 1992)

(Leserman & Drossman, 1995)

(Goodman, Corcoran, Turner, Yuan & Green, 1998)

(Nijenhuis, Spinhoven, van Dyck, van de Hart & Vanderlinden, 1998)

Abbrev.

AEQ

AEII

CAMI

CATS

CEQ

CHUSE

CMHSR

CTES

CTQ

CVS

CCMS-A

LEQ

NS

PHY

PMI

PSA

PSY 

RCEQ

SAEQ

SAQ

SEQev

SEQex

SLEI

SPAHQ

SLESQ

TEQ

Note. Abbrev: Abbreviation



de Experiencias Traumáticas [Questionnaire for the Screening of
Traumatic Experiences] (ExpTra-S), a short, simple and useful instrument
for assessing, through screening, the frequency and distress of early
traumatic experiences frequently found in patients with SMI. For further
detail please consult Camblor Ordoñez (2015). This is not an
assessment instrument that covers all of the possible traumatic
experiences; however, it does cover the traumatic experiences that are
considered most frequent in childhood (Bernstein et al., 2003).
Furthermore, it is intended for use as a screening method, so the
information found must be completed using other methods of assessment
and different informants.

The construction process of the ExpTra-S, was conducted according to
the international guidelines for the construction of assessment
instruments (American Educational Research Association et al., 1999;
Downing, 2006; Schmeiser & Welch, 2006; Wilson, 2005), following
a series of steps that would ensure that the construction process was
carried out in a systematic and rigorous way (Muñiz & Fonseca-Pedrero,
2008). The item bank was built based on a comprehensive review of the
existing tools for assessing early traumatic experiences in adults and the
judgement of experts in the field. The items that made up the bank were
selected or modified from different scales and/or newly created ones.
All of the items were constructed and drafted based on the principles of
simplicity, clarity, comprehensibility and relevance to the population of
interest. The translation, adaptation and construction of the items was
conducted in accordance with international guidelines for the translation
and adaptation of tests (Hambleton, Merenda & Spielberg, 2005;
Muñiz & Bartram, 2007; Muñiz, Elosua & Hambleton, 2013), and the
construction of multiple-choice items (Haladyna, 2002; Moreno,
Martínez & Muñiz, 2006).

The ExpTra-S, has two scales, one of frequency and another of
distress. The frequency scale is composed of a total of 18 items in Likert
response format of four categories (0 “never”, 1 “sometimes”, 2
“frequently”, 3 “almost always”). The presence of early traumatic
experiences is evaluated through 17 questions regarding different types
of child abuse: sexual abuse, physical abuse, emotional abuse, and
emotional and physical neglect, adding a final item that refers to any
other type of traumatic event that may have occurred which has not been
covered in previous questions and which has caused the participant
distress. Similarly, the scale of distress is also made   up of 18 items in
Likert format with four categories (1, “no distress”, 2 “slight distress”, 3
“considerable distress” and 4 “great distress”), where the distress
associated with these experiences is evaluated. The scale of distress
should be answered only if the trauma is present at least “sometimes” on
the frequency scale. An example of an item could be: “When you were
a child, did a family member regularly and repeatedly insult you?”

The construction and validation of the ExpTra-S, was conducted with a
sample of 114 patients with psychotic disorders and 153 young non-
clinical adults, and presented adequate psychometric properties. The
estimation of the reliability showed an internal consistency of 0.96, with
all indices of discrimination greater than 0.30. The reliability of the
scores was also estimated using IRT. Validity studies allowed us to collect
enough evidence that could serve as the scientific basis for the
interpretation of the scores of participants of the ExpTra-S. Similarly,
validity evidence was obtained with other self-reports that evaluated

psychotic symptoms and subjective complaints of cognitive deficits in
patients with psychosis (Ordóñez-Camblor, 2015). It would be
interesting for future studies to apply ExprTra-S in patients with other
serious mental disorders.

BY WAY OF CONCLUSION 
A topic of growing interest is the study of the relationship between

early adversity and psychological difficulties in later phases of life. In this
regard, recent research indicates poorer mental health in general in
people who have suffered abuse, with greater presence of symptoms
and psychiatric disorders (Carr, Martins, Stingel, Lembruber & Juruena,
2013; Sala, Goldstein, Wang & Blanco, 2014; Subica, 2013). The
importance of the trauma and psychopathology relationship has led to
the creation of different assessment instruments.

In this sense, the purpose of this research was to conduct a review of
the main existing self-reports for assessing early traumatic experiences
in adults; and to present a new measuring instrument for assessing
early traumatic experiences in patients with SMI. The results show that,
although a large number of instruments have been built over the past
30 years focusing on the assessment of adult traumatic experiences,
more studies are still needed to further facilitate development and
knowledge in the field of assessing traumatic experiences. There is
great heterogeneity among the instruments, not only in the formats and
methods of administration, but also in the kinds of traumatic
experiences that they focus on, which makes comparison between
them difficult. At the same time, not all of the instruments developed
have provided information about their psychometric properties.
Similarly, there are few instruments that have been adapted and
validated in the Spanish population. These and other limitations
reduce the clinical applicability of these instruments (Thabrew et al.,
2012). There is no doubt that the use of assessment instruments with
adequate metric quality, upon which solid and well-founded decisions
can be based, is a must from both the clinical and research
perspectives (Fonseca et al., 2011).

On the other hand, until now none of the existing instruments had been
developed specifically for assessing early traumatic experiences in
patients with SMI. In this sense, the ExpTra-S is an instrument that can
facilitate the brief and simple assessment of early traumatic experiences
in patients with SMI. 

The assessment of early traumatic experiences is extremely important
from the clinical point of view. The early identification and intervention
of abusive experiences may decrease the development of mental
disorders in adulthood. In the same vein, the presence of early traumatic
experiences in a patient with a mental disorder may hinder the
therapeutic process and it may be an indicator of poor prognosis as well
as influencing the evolution of the clinical condition and the therapy or
prophylactic treatment. Thus, participants that report traumatic
experiences with some distress should be subject to monitoring as well
as a specific intervention during the therapy in order to work through the
early traumatic experiences and to reduce the associated distress.

For future work in this line, it is important to continue to obtain validity
evidence of the ExpTra-S and to continue to examine the psychometric
properties of the measuring instruments available for assessing early
traumatic experiences. 
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he inappropriate use of psychotropic drugs is a public health
problem worldwide. In 2012, the National Survey on Drug Use
and Health (SAMHSA, 2013b) reported that 2.6% of the

general population had consumed psychoactive drugs without a
prescription in the last month. This figure rose to 5.3% for people
between 18 and 25 years of age. Regarding the situation in Spain, the
Spanish Observatory of Drugs and Drug Addiction (OEDT, 2011) has
detected an increase in the use of hypnotic drugs during the last 30 days
in the general population rising from 3.7% in 2005, to 5.2% in 2009;
also, around 2% of the surveyed population had consumed hypnotic
drugs without a prescription during the past year.

Special attention should be paid to analgesic opioids, given their
highly addictive power (Manchikanti et al., 2012) and the considerable
increase in their prescription over the last two decades, both in Spain
(Garcia del Pozo, Carvajal, Viloria, Velasco & Garcia del Pozo, 2008)
and in the rest of the world (Dhalla et al, 2009; Edlund et al, 2010;
Gomes et al, 2011; Leong, Murnion, & Haber, 2009), largely due to the
fact that their prescription has established itself as the treatment of
choice for patients with medium-high levels of chronic pain (Liebschütz,
Beers & Lange, 2014). Associated with this increase in prescriptions of

opioid drugs, there has been an increase in the rates of abuse (Atluri,
Sudarshan, & Manchikanti, 2014; Turk, Swanson, & Gatchel, 2008);
although there are few data on its prevalence, some studies indicate
abuse rates between 20 and 24% of people receiving this treatment
(Sullivan et al., 2010). 

All of this is associated with an increase in the number of negative
consequences associated with the inappropriate use of opioid drugs. In
the United States, the rate of overdose deaths from opioid analgesics has
tripled since 1999, to the point that, since 2003, there have been more
deaths from overdoses related to these drugs than heroin and cocaine
together (Centers for Disease Control and Prevention, 2011, 2013).
Every year more than one million people visit the emergency department
for problems related to drug misuse, defined as taking more than the
prescribed dose, consuming drugs prescribed for someone else,
voluntary poisoning or documented drug abuse. Of these emergency
room visits, almost 40% are related to opioid analgesics, a percentage
that represents almost half a million people each year (SAMHSA,
2013a).

In addition, the rate of admission to treatment for the abuse of opioid
drugs has also skyrocketed, increasing every year since 2001 and
reaching a 300% increase since then (SAMHSA, 2013c).

This situation highlights the need for strategies to identify the abuse of
opioid drugs in patients who receive them. The main health institutions
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in the field of addiction and pain, the American Pain Society (APS), the
American Academy of Pain Medicine (AAPM), the Grading of
Recommendations Assessment (GRADE), the National Institute on Drug
Abuse (NIDA) and the National Institute of Mental Health (NIMH) as well
as the World Health Organization (WHO) emphasise the importance of
a comprehensive and multidisciplinary patient assessment for the
duration of the therapeutic process with opioids (Chou, 2009).

The development and use of valid and reliable assessment tools is not
only useful for identifying cases of abuse but also for planning
preventive strategies and specific treatments for addiction to opioids
(Chang & Compton, 2013). In the absence of specific guidelines for the
Spanish population, the present study aims to present a proposal for
psychological assessment addressing the main strategies and
psychological tools currently available to assess the abuse of opioid
drugs, as well as the psychological variables that predict and maintain
it. To this end, a narrative review was conducted of the clinical
guidelines for instruments of detection and assessment of the Opioid Risk
project (funded by the National Institute on Drug Abuse) and the clinical
guidelines of the American Pain Society (APS) and the American
Academy of Pain Medicine (AAPM) for the use of opioid therapy in
patients with chronic non-cancer pain. From these guides, the
instruments with the best psychometric properties in terms of reliability
and validity were selected, as well as the most used ones according to
the guidelines themselves, after reviewing the original articles of each of
these assessment tools.

THE PSYCHOLOGICAL ASSESSMENT OF ADDICTION TO OPIOID
DRUGS

The psychological assessment of opioid addiction and the factors that
may be involved in it is useful for health care settings (e.g., pain units of
hospitals) where patients with chronic pain problems are treated by
medical specialists in order to improve their adaptation to their daily
activities and to improve their quality of life (Chang & Compton, 2013).
These assessment procedures have several purposes within these health
care settings: (1) on the one hand, they are aimed at identifying those
patients who may be abusing and/or dependent on these drugs, (2) on
the other hand, the intention is to examine the medical, psychological
and social factors that can predict the risk that a person may develop an
addictive process, (3) in line with the previous purpose, in cases where
the probability of developing an addiction is high, this assessment would
enable alternative pain management interventions to be sought, (4) to
develop specific preventive strategies to reduce the likelihood of abuse
and/or dependence appearing, (5) to plan guidelines for opioid drug
use (e.g., drug dosage and route of administration) according to the
patient’s risk of developing an addiction, and (6) finally, the aim is to
plan interventions in cases where addiction appears, based on the
characteristics and circumstances of each patient.

General considerations of the assessment
This type of clinical assessment has certain peculiarities, common to the

assessment of addictive behaviours, which should be evaluated at the
time of carrying out the assessment, such as: (1) that the patient is under
the influence of the drug when being assessed, which will impact the
validity of the results, (2) low motivation to change and to recognise or

identify that they may be using the drugs inappropriately; it could be
contradictory for the patient to consider that something that is
“alleviating” them and has been prescribed by a specialist can create an
addiction, and (3) finally, as mentioned above, the recommendations of
healthcare organisations emphasise the need for the assessment to be
multidisciplinary since there are many factors involved in the risk of
abuse and the consequences that these may entail can affect many areas
of the patient’s life.

CLASSIFICATION OF THE ASSESSMENT INSTRUMENTS
The international assessment guidelines emphasise the importance of

the assessment being made throughout the whole of the therapeutic
process and the importance is stressed of differentiating between two
moments of assessment, with specific methods and procedures (see
Table 1): the Initial Assessment (before starting to use the drug) and the
Control Assessment (after starting to use it).

Initial Assessment 
When considering starting treatment with opioid drugs, the risk of

abuse or their problematic use should be evaluated carefully, in order to
be able to identify the probability that the patient has of developing
these issues (Passik, 2009). This is why conducting an initial assessment
is essential, since the definition of alternative treatments for pain, in the
case of likelihood of abuse, is essential and necessary for an
appropriate intervention and for preventing the abuse of opioids (Chou
et al., 2009). Thus, this assessment would facilitate the establishing of a
prescription drug appropriate to the patient’s condition, limiting, for
example, the dose and the maximum duration of the prescription, as
well as selecting the most appropriate drug for each case (Thorson et al.,
2014).

To carry out the initial assessment, it would be appropriate to assess
the following aspects:

Assessment of socio-demographic characteristics and general state of
health

Different studies show differences in the consumption of psychoactive
drugs according to socio-demographic variables such as sex, age, type
of family life or employment status. These studies suggest a higher
prevalence of abuse of psychotropic drugs in women and at older ages,
as well as in people with a low educational level who are unemployed
and living alone (Secades Villa et al., 2003).

The sociodemographic variables can be assessed by administering
questionnaires and/or clinical interviews to collect data on age, sex,
marital status, employment status, educational and economic level.

In relation to the assessment of the general state of health, given the
multidisciplinary nature of this assessment, the psychologist must have
information of the state of health assessment contained in the patient’s
clinical record.

Assessment of consumption of psychoactive substances and opioid
drugs prior to treatment

The history of personal and family substance abuse appears to be
significantly related to the risk of abuse of opiates in pain patients (Chou
et al, 2009; Matteliano, St Marie, Oliver, & Coggins, 2012; Sehgal,
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Manchikanti, & Smith, 2012). Therefore it is important, before initiating
treatment with opioid drugs, to evaluate specifically, the possible
existence of substance abuse and to intervene, if abuse is detected, at
the same time as treating the pain with opioids (Passik, Kirsh, & Casper,
2008). The following are some of the most used instruments for the
evaluation of psychoactive substance consumption, due to their
simplicity and good psychometric properties:

On the one hand, screening instruments such as the Alcohol Use
Disorders Identification Test (AUDIT; Saunders, Aasland, Babor, de la
Fuente, & Grant, 1993) in its Spanish version (Rubio et al., 1998) and
the Drug Abuse Screening Test (DAST-10; Bohn, Babor & Kranzler,
1991) for illegal drugs, which also has a Spanish version (Gálvez et al.,
2010).

The Screening Instrument for Substance Abuse Potential (SISAP;
Coambs, Larry, Santhiapillai, Abrahamsohn et al, 1996) could also be
used. This is an interview composed of 5 items, through which both the
history of substance abuse and the risk of dependence or abuse of
opioid drugs are assessed. This interview is recommended by the
guidelines for the assessment of abuse of opioid drugs, and shows good
sensitivity and specificity, 0.91 and 0.78 respectively (Coambs et al.
1996).

All of these self-reports could be accompanied by assessments by
family members or individuals living with the patient, as well as
biochemical tests for detecting use (e.g., markers in urine samples) in the
event that the presence of consumption of one or several psychoactive
substances is suspected, given the high risk of developing abuse
behaviours of opioid drugs in polydrug-using patients.

Evaluation of other psychosocial variables related to the risk of abuse
A personal and family history of abuse of alcohol and other drugs,

along with a personal history of physical and sexual abuse and the
presence of psychiatric disorders are the main risk factors identified for
the abuse of psychotropic drugs (Chou, et al., 2009; Matteliano, et al,
2012; Sehgal et al, 2012). SAMHSA (2012) determined the risk in
terms of these variables, classified as low (e.g., no history of substance
abuse); medium (e.g., having a personal and family history of substance
abuse) and high (e.g., presenting current substance abuse and a history
of previous abuse of opioid drugs).

The questionnaire Opioid Risk Tool (ORT; Webster & Webster, 2005),
developed specifically for pain patients, enables us to assess the risk of
abuse of psychotropic drugs. It is a self-report composed of 5 items in
which the following dimensions are included: personal and family
history in relation to substance abuse, age, episodes of sexual abuse in
preadolescence and presence of psychological disorders. The higher the
score, the greater the risk, which can be classified as follows: 0-3 points
(low risk), 4-7 points (moderate risk) and more than 8 points (high risk).
This instrument provides excellent discrimination between patients with
high and low risk, and between men and women in the analyses
showing a capacity of 90.9% for predicting abuse of opioid drugs in
high risk patients and 94.4% for predicting no abuse in patients with low
risk (Webster & Webster, 2005).

On the other hand, the Screener and Opioid Assessment for Patients
With Pain - Revised (SOAPP-R; Butler et al, 2007), is a self-report
developed specifically to predict the abuse of psychotropic drugs in pain

patients (Butler, Fernandez, Benoit, Budman, & Jamison, 2008). It

consists of 24 items with a Likert scale, which ranges from O (never) to

4 (very often). The dimensions evaluated are as follows: history of

consumption of alcohol or other substances, psychological state and

stress. The higher the score, the greater the risk of abuse of psychotropic

drugs. The SOAPP-R is the only questionnaire of this type that has

undergone cross-validation. The test-retest reliability analysis shows an
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TABLE 1
PROPOSED MULTIDIMENSIONAL ASSESSMENT 

OF OPIOID DRUG ABUSE

a This is a version that has been adapted and translated for the Spanish population. 
b There is not a version that has been adapted and translated for the Spanish population.
c ORT: There is a Spanish translation. Further information can be requested from the

authors of this manuscript on the adaptation and translation of the instrument, as
authorisation has been obtained from the authors of the instrument. See:
http://www.lynnwebstermd.com/risk-tool-download/

d POMI: There is a Spanish translation. Further information can be requested from the
authors of this manuscript on the adaptation and translation of this instrument, as
authorisation has been obtained from the authors of the instrument.

Dimension

Abuse of other
psychoactive
substances

Other risk factors
for abuse of
opioid drugs

Perceived pain

Psychological
state

Compliance with
the prescriptions
of the opioid
treatment

Use and abuse of
opioid drugs

Instrument

Alcohol Use Disorders
Identification Test (AUDIT)
(Rubio, Bermejo, Caballero, &
Santo-Domingo, 1998)a

Drug Abuse Screening Test
(DAST-10)(Gálvez, Fernández,
Manzanaro, Valenzuela, &
Lafuente, 2010)a

Screening Instrument for
Substance Abuse Potential
(SISAP) (Coambs et al., 1996)b

Opioid Risk Tool (ORT)(Webster
& Webster, 2005)c

Screener and Opioids
Assessment for Patients with Pain
– Revised (SOAPP-R)(Butler
et al., 2008)b

Brief Pain Questionnaire
(BPQ)(Llach et al., 2003)a

Visual Analogue Scale (VAS)a

Hospital Anxiety and Depression
Scale (HADS) (Quintana et al.,
2003)a

Symptom Checklist-90-Revised
(SCL-90-R) (Vallejo, Jordán,
Díaz, Comeche, & Ortega,
2007)a

Pain Assessment and
Documentation Tool
(PADT)(Passik et al., 2004)b

Prescription Opioid Misuse Index
(POMI)(Knisely et al., 2008)d

Current Opioid Misuse Measure
(COMM)(Butler et al., 2007)b

Evaluación Evaluación  
Entrada Control

X

X

X

X

X

X X

X X

X X

X X

X

X

X



intra-class index of ICC = 0.94 (CI 95%: 0.90 - 0.97) with an alpha of
0.86, indicating a very good reliability. In addition, it has a sensitivity
and specificity of 79% and 52%, respectively (Butler, Budman,
Fernandez, Fanciullo, & Jamison, 2009).

Pain assessment and impact on daily activities
Adequate pain assessment enables us to evaluate both the

effectiveness of treatment and possible adverse effects thereof (Ibáñez,
Morales, Calleja, Moreno & Gálvez, 2001). Thus, if a patient requests
a dose increase, through this evaluation it is possible to determine
whether the pain has increased, there is tolerance or other effects are
being sought, such as sedation or anxiety reduction (Center for
Substance Abuse Treatment, 2012). The most commonly used
instruments for this evaluation are:

The Spanish version (Llach et al., 2003) of the Brief Pain Questionnaire
(BPQ; Cleeland & Ryan, 1994), which is a self-administered
questionnaire that includes two dimensions: the intensity of the pain and
its impact on the patient’s daily activities through 9 items using Likert
scales and dichotomous answers (yes / no). The reliability analysis
shows a Cronbach’s alpha greater than 0.70 for each of the dimensions
(Badia et al., 2003).

The Visual Analogue Scale (VAS), graded numerically, is a
unidimensional scale that measures the severity of the pain, representing
the subjective feeling of the patient in numbers. It is a 100mm horizontal
line ranging from “no pain” to “the worst pain imaginable” in which the
patient must indicate the intensity of their pain. This tool allows us to
compare pain scores at different times. It is a simple instrument to use,
which has shown good properties of test-retest reliability of r = 0.947
and intra-class index ICC = 0.97 (Grupo Valoración, 2009).

Assessment of psychological state
Psychopathological comorbidity is one of the main risk factors in the

development of abuse of opioid drugs (Chou, 2009) and therefore it
requires a specific assessment. Given the hospital setting, where these
patients generally receive care, the validated Spanish version (Quintana
et al., 2003) of the Hospital Anxiety and Depression Scale (HADS;
Zigmond & Snaith, 1983), could be used to assess symptoms of anxiety
and depression. It has two subscales, each consisting of 7 items that are
valued from 0 to 3 and a score of higher than 10 is considered
indicative of morbidity. The scale has high internal consistency, with a
Cronbach’s alpha of 0.86 and 0.86, for the scales of anxiety and
depression respectively; and high test-retest reliability, with a correlation
coefficient above 0.85 (Quintana et al., 2003).

Other instruments which can be used, in addition to the clinical history
of psychological and psychiatric treatment, for a brief, general
assessment of psychopathological symptoms include, for example, the
Symptom Checklist - Revised (SCL-90-R; Derogatis, 1975) in its Spanish
version (Vallejo, Jordán, Díaz, Comeche, & Ortega, 2007). This is a
self-report questionnaire of 90 items with a Likert scale, which assesses
psychological symptoms and distress.

Control Assessment 
Once the treatment with opioids for pain management has started,

patients require periodic inspection and monitoring to determine and

ensure compliance with the guidelines set by the specialist doctor, so as
to ensure the effectiveness of the treatment, and identify and reduce the
potential risk of abuse (Morgan et al, 2013; Sehgal et al, 2012).

In this sense, the Control Assessment involves the continuous
monitoring of the response to treatment with opioids and the current use
of the drug. Within this assessment, the following aspects should be
taken into account:

Assessment of response to treatment with opioids 
It is recommended that, on one hand, the presence of side effects and

symptoms of tolerance to the drug should be recorded, and on the other
hand, the current use of the drug (e.g., the number and frequency of
doses) and the degree of perceived pain as well as the functional
capacity of patients (Chou, 2009; Passik et al, 2004). In this line, other
factors that may be interfering with treatment response would also be
evaluated (Morasco, Duckart, & Dobscha, 2011; Sehgal et al, 2012;
Sullivan et al., 2010), such as the consumption of drugs without medical
supervision or the parallel use of alternatives for pain reduction (e.g., the
use of medicinal plants and physiotherapy). Some of the tools that are
used include:

The Pain Assessment and Documentation Tool (PADT; Passik et al.,
2004). This is a structured clinical interview (or set of notes), lasting
about 10 minutes, consisting of 41 items to be completed by the
psychologist with the help of specialist doctors, which assesses the
progress of the patient during long-term treatment with opioids, based
on four dimensions: 1) analgesia or perceived pain, 2) the patient’s
functional capacity (e.g., mood or social and family relationships), 3)
side effects of the treatment (e.g., nausea, vomiting or constipation) and
4) presence of risk behaviours of abuse (e.g., excessive sedation, reports
of lost or stolen prescriptions). Also, at the end of the questionnaire,
there is a section aimed at performing a clinical assessment of the
treatment benefit for the patient. The reliability analysis indicates good
internal consistency of 0.86 and good interrater reliability (Passik et al.,
2004b).

Assessment of the use of the opioid drug 
Different assessment strategies are proposed, such as using self-

reports, which are a significant source of information for behavioural
assessment of patients, collecting information on the proper use of the
drug (e.g., dose, route, frequency of administration and circumstances
surrounding its use). In addition, it may be useful for the clinician and
the patient to identify higher risk situations, where it is more likely that
the subject will consume skipping the established patterns (e.g., the time
of day or where it is taken).

In this regard, and in order to corroborate the information recorded by
the patient, other methods of evaluation can be used, such as:

On the one hand, conducting interviews with family members or
caregivers providing information regarding the patient’s functional
capacity and help in identifying problematic behaviours related to
drug use (e.g., asking for help to obtain or borrow more
medication). And, on the other, the use of biochemical markers (e.g.,
in urine), which are recommended and are especially important for
high-risk patients and those who are suspected of drug misuse
(Chou, 2009).
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Assessment of abuse and/or dependence on opioid drugs
In recent decades, self-reports have been developed to specifically

assess the abuse of opioid drugs, among which are the following: 
The Prescription Opioid Misuse Index (POMI; Knisely, Wunsch,

Cropsey, & Campbell, 2008b) is a clinical interview composed of 6
items of dichotomous response (Yes / No), which records aspects such
as the characteristics of drug use (dose, frequency of consumption), the
need to shorten the time between doses, or the feeling of euphoria
and/or pleasure after taking the drug. The POMI is a sensitive and
specific instrument for identifying patients who misuse opioid drugs
(score > 1). The reliability analysis indicates good internal consistency,
with an alpha equal to 0.85, and presenting sensitivity and specificity of
82% and 92.3%, respectively (Knisely et al., 2008). (Further information
may be requested from the authors of this paper regarding the
adaptation and translation of this instrument, as authorisation has been
obtained from the authors).

In the same vein, the Current Opioid Misuse Measure (COMM; Butler
et al, 2007) is a Likert-type scale consisting of 17 items, specifically
aimed at the population experiencing chronic pain, whereby the
problematic use of the drug is evaluated, taking into consideration the
following dimensions: 1) signs or symptoms of problematic use of the
psychotropic drug, 2) emotional/psychiatric problems, 3) failure to
follow medical guidelines, 4) use of the opioid drug and 5) problematic
use of the psychotropic drug. Obtaining a score equal to or greater than
nine ( ≥ 9) identifies patients that are at a high risk of presenting a
pattern of problematic use or abuse of opioids, presenting sensitivity and
specificity of 77% and 66%, respectively (Butler et al., 2007; Chou et al,
2009). The analysis indicates a very good internal consistency (alpha =
0.86) and high test-retest reliability with ICC = 0.86 (CI 95%: 0.77 to
0.92).

CONCLUSIONS
The aim of this paper was to present an assessment proposal covering

the psychological strategies and tools currently available to assess the
abuse of opioid drugs, as well as the psychological variables that can
predict and maintain it. Following the recommendations of the
international guidelines, the assessment instruments have been classified
and described according to the moment where the patient currently is in
the therapeutic process, thus establishing an Initial and Control
Assessment.

This article has presented a set of tools that may be useful for health
professionals, especially psychologists working in health care settings
with non-cancer population suffering from chronic pain. It seeks to go a
step further in improving interventions with opioid drugs, and although
there is still a lack of studies regarding their efficacy in the long term,
they show very good results in patients’ short and medium term
adaptation to daily activities (Chang & Compton, 2013). Therefore,
given the addictive power of these drugs, it is necessary to prevent their
inappropriate use, in cases where it is considered that they will be
effective. It is necessary to assess patients in a multidimensional and
multidisciplinary way before starting to use these drugs and during
interventions with them (Manchikanti et al., 2012).

In this sense, faced with the increased prevalence of opioid drug abuse
worldwide and the resulting health consequences, both SAMHSA

(2013b) and NIDA (2012) state that is necessary to carry out studies on
the efficacy of multicomponent psychological interventions to help to
reduce the likelihood of addiction to opioid drugs, and this is certainly
not possible without comprehensive and personalised assessments for
each patient.

Although, throughout this article, specific instruments to measure
addiction to opioid drugs have been presented which also have good
psychometric properties in the Spanish population, there is little evidence
of assessment instruments for this problem. Further research is needed
both in the area of the adaptation, translation and validation of this set
of tools to the Spanish population, as well as research that addresses
and analyses the efficacy and efficiency of intervention strategies to
reduce the likelihood of abuse among patients with chronic pain that
receive pharmacological treatment with opioids.

To conclude, we make some final reflections considering this proposed
psychological assessment of the abuse of opioid drugs: (1) we stress the
need for the assessment to be multidisciplinary, with the participation of
all health professionals involved in the treatment of non-cancer pain; (2)
the evaluation procedures used in both the Initial and Control
Assessment would be the collection of self-reports, biochemical samples
and the application of self-reports (pencil and paper interviews and
instruments); (3) it could be carried out in two assessment sessions
lasting 30 to 40 minutes; in any case, it is important to track usage
following the prescriptions of the opioid drug; (4) finally, it should be
noted that this type of assessment generally has a low cost and is less
intrusive, given the nature of the procedures applied, and at the same
time, it can be a great benefit to patients’ health, as it may prevent the
development of abuse and dependence on opioid drugs by identifying
risk factors and problematic consumption.
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ccording to the American Psychological Association (APA),
addiction “is a condition in which the body must consume a
certain substance to prevent withdrawal symptoms of a

physical and psychological nature” (American Psychological
Association, 2015). This definition can be extended and amended to
include new concepts of addiction not related to substance use, such as
pathological gambling. However, at present the main healthcare
problem due to addiction has to do with drug use (Gowing et al., 2015),
and therefore this will be the main focus of this review. 

When using instruments for assessment and intervention in the field of
addictions, the main guidelines suggest an approach specifically
adapted to adults and adolescents (National Institute on Drug Abuse,
2014). In this way, the differences in the substances consumed, the
patterns of use and the problems deriving from the use can be dealt with
more appropriately. However, while the instruments for attending to
adults have advanced considerably in recent decades, in working with

adolescents there has been a lack of developmentally appropriate
assessment tools (and interventions) until recent years (White, Dennis, &
Tims, 2002). Therefore, this paper deals separately with the advances in
the field of addictions to substances in each of these populations, with
special emphasis on the latest advances for working with adolescents.

THE MAGNITUDE OF THE PROBLEM
According to the Plan Nacional Sobre Drogas [the National Drug

Plan] (PNSD, 2013) among Spaniards aged between 15 and 64 years,
regular use of alcohol was detected (typically collected in surveys such
as consumption in the last 30 days) in 62.3% of respondents, tobacco in
37.6%, cannabis in 7.0%, hypnosedatives without prescription in 8.3%
and tranquilisers in 6.9% of respondents. These rates of consumption
are considerably high, and in fact Spain holds the first place in Europe
for cocaine consumption, the second place in cannabis use, and it is
among the first in the use of tobacco and amphetamines (European
Monitoring Centre for Drugs and Drug Addiction, 2015a). Among
young Spaniards, approximately 74% had consumed alcohol in the last
month, 29.7% tobacco, 16.1% cannabis, 6.6% hypnosedatives and
1.5% cocaine (PNSD, 2014). In this age group, Spain’s position is
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El fenómeno de la adicción al consumo de drogas legales e ilegales supone un grave problema sociosanitario a nivel global. La correcta
evaluación de la gravedad de la adicción y de sus consecuencias es crucial para poder ofrecer alternativas terapéuticas adecuadas a las
necesidades de los pacientes. A lo largo de las últimas décadas se han desarrollado multitud de entrevistas diagnósticas para facilitar la
detección de los trastornos por consumo de drogas, así como entrevistas centradas en la gravedad de la adicción para determinar el alcance
de las consecuencias de su uso. También se han elaborado cuestionarios genéricos que evalúan diversos aspectos relacionados con el uso de
sustancias de forma transversal, y cuestionarios específicos que se centran en áreas muy concretas o en sustancias puntuales. La evolución de
los instrumentos de evaluación para población adulta ha sido muy significativa, pero las herramientas para adolescentes son de aparición
relativamente reciente y la disponibilidad, sobretodo de instrumentos validados al castellano, es más escasa. No obstante, en la actualidad se
dispone de una amplia variedad de herramientas psicométricamente robustas. En esta revisión se analiza en primer lugar la magnitud del
problema de la adicción a nivel global y nacional, su impacto y coste social, y los antecedentes y avances en la evaluación de las adicciones.
Finalmente se discuten las necesidades más acuciantes y las líneas futuras en este campo de la psicología.
Palabras clave: Adicción, Evaluación, Cuestionarios, Entrevistas, Adultos, Adolescentes.

The phenomenon of addiction to legal and illegal drugs represents a serious social and health problem at a global level. The correct assessment
of the severity of the addiction and its consequences is crucial in order to be able to offer suitable therapeutic alternatives adapted to the needs
of the patients. In recent decades, numerous diagnostic interviews have been developed to facilitate the detection of substance use disorders,
as well as interviews focused on the severity of the addiction which determine the extent of the consequences of drug use. Additionally, generic
questionnaires have been created that assess different aspects related to substance use across multiple substances, as well as specific
questionnaires focused on particular areas or substances. The evolution of the assessment instruments for adults has been very significant, but
tools aimed specifically at adolescents have only appeared relatively recently and their availability, particularly with regard to instruments
validated in Spanish, is scarcer. Nevertheless, there is now a wide variety of psychometrically robust instruments available for professionals.
The present review firstly analyses the magnitude of the problem of addiction worldwide and in Spain, its impact and social costs, and the
background and advances in the assessment of addictions. Finally, we provide a discussion on the most pressing needs and the future lines of
development in this field of psychology.
Key words: Addiction, Assessment, Questionnaires, Interviews, Adults, Adolescents
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alarming in the consumption of cannabis (the second highest in Europe)
and cocaine (the third highest).

SOCIAL IMPACT
These high rates of consumption are an important social and

healthcare risk, manifested in the form of direct costs (mainly
healthcare), indirect costs (lower productivity, unemployment, loss of
years of life, etc.) and intangible costs (such as personal and family
suffering) (World Health Organization, 2014). The World Health
Organization (WHO) estimates that about 0.7% of the global cost of
health problems is due to the use of cannabis and cocaine, with a global
cost of using illegal drugs at around 2% of the economy (World Health
Organization, 2008). Alcohol consumption costs between 1.3% and
3.3% of Gross Domestic Product (GDP) (World Health Organization,
2014). Other estimates for the particular case of Spain suggest that
illegal drugs represent a cost equivalent to 0.2% of GDP (García-Altes,
Olle, Antonanzas & Colom, 2002). With regards to legal drugs,
according to Camarelles Guillem et al. (2009), smoking is the health
problem that causes the greatest healthcare and social costs faced by
Spanish society. More specifically, Lievens et al. (2014) estimated the
cost of treatments aimed at problems of alcohol and illegal drug
consumption in the EU, concluding that these represent a total cost of
7,600 million euros - in hospital treatment alone, amounting to  2.1 per
capita in the case of Spain.

With regards to the indirect costs, it is estimated that in the European
Union 3.4% of deaths in people between 15 and 39 years of age are
due to substance overdose, in 66% of cases as a result of opioid use
(European Monitoring Centre for Drugs and Drug Addiction, 2015b).
However, tobacco is the leading cause of preventable death and if it
continues at the current rates of consumption, by 2030 it will be
responsible for 8 million deaths annually worldwide (World Health
Organization, 2015). In Spain, it is calculated that in 2006 more than
53,155 deaths (1 in 7 deaths in people aged  35 years) could be
attributable to tobacco use (Banegas et al., 2006). With regards to
alcohol, the legal drug par excellence, it is responsible for 3.3 million
deaths annually, 5.9% of the total, as well as being the cause of some
200 illnesses and medical problems. According to the analysis
conducted by Nutt and his colleagues in the UK (Nutt, King, Phillips, &
Independent Sci Comm Drugs, 2010), alcohol is in fact the substance
that causes the most social damage, ahead of heroin and crack.
Although according to this study, alcohol is not the most harmful drug to
the individual consumer, it is however the one that causes the most harm
to the people around, so considering its effects as a whole, it is the most
damaging. Nationally, it is estimated that 10% of all deaths and 30% of
deaths from traffic accidents in 2011 were attributable to alcohol
consumption (Pulido et al., 2014).

As for the “intangible” costs, drugs are an important source of
personal and family problems which lead many users to seek
professional help. According to the Observatorio Español de Drogas y
Toxicomanías [Spanish Observatory on Drugs and Drug Addiction]
(OEDT, 2014), 3,000 new requests were recorded in 2011 for treatment
for heroin use, 10,637 for cocaine use and 9,736 for cannabis

consumption, to which must be added 29,014 people being treated for
alcohol use. Furthermore, the OEDT notes how each year hospital
emergencies receive about 10,000 cases related to the non-therapeutic
use of drugs, of which more than half are directly related to
consumption. Especially noteworthy in this regard is the increase in the
number of cases where cannabis is mentioned, which has gone from
7.4% of the total to 44.9% between 1996 and 2011.

BACKGROUND
In the field of psychological assessment, it is difficult to go back in time

beyond a few decades, because it was not primarily until the 70s and
thereafter when the object of evaluation in psychology began to extend
to multiple fields beyond measuring the individual characteristics
(Fernández Ballesteros, 2004). It was from this time onwards that
specific assessment instruments began to be created and validated in the
field of drug addiction. As a result, there is now a multitude of
questionnaires and interviews for the specific assessment of the
consequences of consumption, as well as other related aspects. Thus,
one can find large repositories of instruments for adolescents and adults
on websites such as the National Institute on Drug Abuse (NIDA,
www.drugabuse.gov/nidamed-medical-health-professionals), or the
Bank of Instruments of the European Monitoring Centre for Drugs and
Drug Addiction (EMCDDA, www.emcdda.europa.eu/eib), where one
can find tools in Spanish.

However, the bulk of this development has taken place in the field of
working with adults while the greatest advances in tools for use with
adolescents are from more recent years. Below, we review the background
and progress made in the assessment of adults and young people,
including the generic and specific questionnaires, and the diagnostic
interviews and those referring to the severity of the addiction. To this end,
we first include the tools that have been used longest in the clinical and
research field and which are the main references in the assessment of
addictions. Then, we detail the latest progress including updates of several
key tools, the use of new technologies and a number of questionnaires and
interviews of recent creation or adaptation into Spanish covering important
clinical needs with psychometrically robust alternatives.

Questionnaires 
The questionnaires in the field of drug addiction are mainly divided

into generic questionnaires (applicable to different substances or
providing a cross-sectional assessment) and specific questionnaires for
a given substance. The first questionnaires for addictions were of this
second type. Specifically, they were for evaluating the problems
associated with alcohol use in the adult population, determining the
presence of alcoholism and assessing its seriousness. Thus, between the
60s and the 80s, a multitude of self-reports emerged, some of which are
now widely used in clinical work, such as the Michigan Alcoholism
Screening Test (MAST) (Selzer, 1971), the Alcohol Clinical Index
(Skinner & Holt, 1987), the CAGE (the acronym corresponding to Cut
down –the need to reduce consumption, Annoyed –the feeling of
annoyance due to being criticised for drinking, Guilty –feeling guilty for
drinking, and Eye-opener –early morning consumption to steady the
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nerves or relieve a hangover) by Ewing (1984), the Münchner
Alkoholismus Test (MALT) (Feuerlein, Küfner, Ringer, & Antons, 1979) or
more recently the Alcohol Use Disorders Identification Test (Saunders,
Aasland, Babor, De La Fuente, & Grant, 1993). Subsequently,
questionnaires have been created aimed at evaluating very varied
aspects related to the use of different substances. Table 1 lists, as
examples, some of the most used. However, it is not the aim of this study
to perform a systematic review of the many existing instruments, and for
a more detailed review of the classic (and new) instruments, the
aforementioned repositories and other more comprehensive reviews and
manuals can be consulted (Fernández Hermida, Secades-Villa, &
Fernández-Artamendi, in press; García-Portilla & Bobes-Bascarán,
2011; Winters, McLellan & Dembo, 1999).

The creation of these specific tools was followed by the significant
development of generic tools applicable to various substances. These
questionnaires enable us to assess the problem of drug use in situations
of polydrug use, and to make comparisons between different
substances. In this regard, it is worth mentioning two main instruments,
widely used today and validated in Spanish:

4 The Drug Abuse Screening Test (DAST), by Skinner (1982), validated

in Spanish by Pérez-Gálvez et al., (2010). There is a version of 10

items and another of 20, and in its Spanish validation they had a

high internal consistency of α = 0.89 and 0.93 respectively, showing

high reliability and sensitivity to the diagnostic criteria of the Diag-

nostic Statistic Manual- IV TR (DSM-IV TR, American Psychiatric As-

sociation, 1994).

4 The Severity of Dependence Scale (SDS) by Gossop et al. (1995),

validated in Spanish by González-Sáiz et al. (2008). This consists of

five items that assess the severity of dependence on any substance. It

has good psychometric properties with a test-restest reliability of

0.89 (Gossop, Best, Marsden, & Strang, 1997).

Questionnaires for adolescents
Since adolescents have their own peculiarities in terms of

consumption patterns, associated problems and the evolution of
disorders, this population requires adapted tools. While it is true that
the Adolescent Alcohol Involvement Scale (AAIS) (Mayer & Filstead,
1979) was published back in 1979, one of the first questionnaires
aimed at the adolescent population, Leccese and Waldron (1994) note
how in the mid-90s most practitioners in the US still used
questionnaires in clinical practice that had been developed for use in
adults, or without proper validation with young people. If this was the
state of things in the US, in Spain the situation was not much different,
and it was customary to use tools for the adult population or prepared
by the practitioners and institutions themselves. Throughout the 90s, a
significant number of specific tools to assess problems of drug use in
adolescents began to appear, and greater accessibility to these
instruments facilitated the incorporation into clinical practice of
reliable questionnaires, validated specifically for young people.
However, this development has been slow, and it is not until recently
that we find the first instrument for assessing problems due to
marijuana use among young people, the Marijuana Problems
Inventory (Vandrey, Budney, Kamon, & Stanger, 2005).

As for generic questionnaires, the first tools appeared in the 90s. At
that time, the urgent need for psychometrically valid instruments that
were not focused solely on alcohol led Winters (1992) to develop the
Personal Experience Questionnaire (PESQ) for adolescents. This is a
brief self-report instrument to identify young people in need of treatment
for various substances. At the same time, Tarter (1990) developed a
more extensive instrument (also applicable as an interview), the Drug
Use Screening Inventory (DUSI) which reviews multiple areas of the life
of the adolescent consumer.

Interviews 
The use of interviews in addiction assessment is divided into two main

types: diagnostic interviews and problem-focused interviews. The former
are an assessment guide to determine whether the consumer has
symptoms that meet criteria for the diagnosis of abuse or dependence
on one or more psychoactive substances according to the main
diagnostic manuals, the ICD-10 (International Classification of Diseases
- 10; World Health Organization, 1992) and the DSM-IV-TR (or more
recently, the DSM-5). One of the first diagnostic interviews is the
Structured Clinical Interview for DSM (SCID) available since the earlier
versions of the DSM (Spitzer et al., 1992).

Problem focused interviews are aimed at assessing the severity of the
consequences caused by consumption. The main instrument that has
been the model for subsequent tools is the Addiction Severity Index
(ASI), developed by McLellan, Luborsky, Woody and O’Brien (1980). It
was developed in response to the lack of tools that offered a detailed
and comprehensive assessment of the substance consumption and its
consequences, which went beyond information on the pattern of use of
chemical substances. Over the years, this instrument would be the
starting point for many similar tools with proven clinical and research
utility.
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TABLE 1
SUMMARY OF THE SPECIFIC INSTRUMENTS FOR 

VARIOUS SUBSTANCES

Substance

Tobacco

Cocaine

Cannabis

Opiates

Test

Fagerström Test for Nicotine
Dependence (FTND)

Nicotine Dependence
Syndrome Scale (NDSS)

Cocaine High Risk Situations
Questionnaire (CHRSQ)

Cocaine Reasons for Quitting
(CRFQ)

Marijuana Craving
Questionnaire (MCQ)

Cannabis Problems
Questionnaire (CPQ)

Situational Confidence
Questionnaire (SCQ)

Authors

Heatherton, Kozlowski, Frecker,
& Fagerstrom, 1991

Shiffman, Waters, & Hickcox,
2004

Michalec et al., 1992

McBride et al., 1994

Heishman, Singleton, & Liguori,
2001

Copeland, Gilmour, Gates, &
Swift, 2005

Barber, Cooper, & Heather,
1991



For working with adolescents, the ASI was also a model for subsequent
tools. Thus, an adaptation of the ASI was created, the Teen-Addiction
Severity Index (T-ASI, Kaminer, Burkstein, & Tarter, 1991) as well as
other interviews, such as the ADAD (Adolescent Drug Abuse Diagnosis)
by Friedman and Utada (1989).

LATEST DEVELOPMENTS 
Currently, the field of drug dependency evaluation has many

questionnaires for assessing consumption problems in adults, and
specific interviews focused on the diagnosis and problems of drug
abuse. Also, for assessing teenagers, there are reliable and valid
interviews and questionnaires that can be used in clinical practice and
research. In this regard, what recent developments can be highlighted in
the field of the assessment of addictions? The main developments
concerning substance use disorders and their diagnostic criteria are
discussed below, as well as some new tools for adults and adolescents.

Diagnostic Criteria
One of the most significant recent changes in the field of the

assessment of drug addiction is the modification of the diagnostic
criteria of the Diagnostic Statistic Manual (DSM), which in its DSM-5
version (American Psychiatric Association, 2013) proposes a new
classification with regards to the previous versions such as the DSM-IV-
TR (American Psychiatric Association, 1994).

Two diagnoses related to substance use that were included in the DSM-
IV-TR are widely used today: abuse and dependence. Given the criteria
required for these diagnoses, classically the latter was understood as
more severe, and with a more pronounced physiological character
compared with the psychosocial problems of abuse, considered to be
milder or earlier. In the DSM-5 however, the two diagnoses have been
unified under a single heading of substance use disorder (American
Psychiatric Association, 2013). This new diagnosis also includes a

continuum of severity according to which the disorder can be considered
as mild or severe. While the new diagnosis is mostly a combination of
the previous two, the changes made (see Table 2) include the elimination
of the criterion related to the legal problems associated with
consumption, which corresponded to the diagnosis of abuse. Thus, the
cultural problems deriving from legislative differences between countries
on this matter are avoided. Additionally, the new list of symptoms
includes craving or the urge to consume, and the diagnostic threshold
for a mild disorder requires two to three symptoms, compared with the
diagnosis of abuse which required only the presence of a single
symptom.

Some of the diagnostic criteria of the DSM-IV-TR had shortcomings
when used with adolescents. Primarily, the criterion regarding the legal
problems in the diagnosis of abuse (when adolescent consumption is
generally illegal in most countries), and those concerning the
development of tolerance (a common phenomenon caused by the
developmental maturing in the population of young people) and
physiological dependence (usually a result of continued use for extended
periods of time, difficult to observe in adolescence) for the criterion of
dependency (Newcomb, 1995; Winters, 2001).

While eliminating the symptom regarding legal issues is a positive
development, the symptoms of tolerance and dependence remain in the
DSM-5 and are of limited clinical utility with teenagers. Moreover, the
addition of the criterion of craving is also of dubious usefulness in
adolescents, as well as that relating to consumption in dangerous
situations. Craving is rare in young people, as they have usually recently
started using the substance and the possibilities of young people
consuming in dangerous situations are lower given their limited access
to heavy machinery or risk workplaces. One aspect that has been
overcome with the DSM-5 is the elimination of what were known as
diagnostic orphans: young people that had one or two symptoms of
dependence (insufficient for the cut-off point of three symptoms needed
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TABLE 2
COMPARISON OF THE DIAGNOSTIC CRITERIA OF 

DSM-IV-TR AND DSM-V

DSM-IV-TR                                                                                 DSM-5

*Excluded in the DSM-5 **New in the DSM-5

1. Problems at work, school or home 
2. Consumption in physically hazardous situations
3. Recurrent legal problems*
4. Consumption despite interpersonal problems

1. Tolerance (need for increased amount of the
substance or diminished effect)

2. Withdrawal (withdrawal symptoms or consumption of
the substance  to avoid them)

3. More consumption than intended
4. Persistent desire or unsuccessful efforts to cut down or

control
5. Much time spent obtaining/using/recovering
6. Reduction or abandonment of other activities
7. Consumption despite physical or psychological

problems 

1. More consumption than intended
2. Persistent desire or unsuccessful effort to control it
3. Much time spent obtaining/using/recovering
4. Craving or urge to use **
5. Problems at work, school or home 
6. Consumption despite interpersonal problems
7. Reduction or abandonment of other activities
8. Consumption in dangerous situations
9. Consumption despite physical or psychological

problems
10. Tolerance (need for more of the substance or diminished

effect)
11. Withdrawal (withdrawal symptoms or consumption of

substance to avoid them)

Presence of at least two
symptoms:

Substance Use Disorder
(SUD)

Severity:
Light: 2-3  symptoms

Moderate: 4-5
Severe: 6 or more
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for diagnosis regardless of severity) and none of abuse. Ultimately these
cases were not diagnosed despite the problems presented. Therefore,
although some problems have been resolved with the DSM-5, an
alternative has still not been offered that is specially adapted to
substance use in adolescence and that includes the particularities of their
associated problems and improves the usefulness of the diagnostic
criteria. 

NEW TOOLS FOR ASSESSING ADDICTIONS
Questionnaires

In recent years, a number of new tools have emerged for assessing
addiction in adults, improving previous versions or using new
technologies as a means to facilitate their use and dissemination. An
interesting tool recently developed by the WHO and launched in Spain
by the Plan Nacional Sobre Drogas [National Drug Plan] is the
“ASSISTete”. It is an adaptation of the ASSIST (Alcohol, Smoking and
Substance Involvement Scale), created by the WHO (WHO ASSIST
Working Group, 2002) for the early detection and early treatment of
problems related to substance use, with appropriate Kappa levels of
interrater reliability (> 0.60). This tool uses a virtual platform for the
assessment (available from http://assistete.es/index.php?nuevo= 1), it
requires little time and it also provides a detailed report and a guide
with links to the main help services that are closest.

The growing interest in offering specific tools for adolescents, on the
part of both clinicians and researchers, has led to the creation of various
questionnaires, some of which have already been validated in the
Spanish population. As for the generic questionnaires, in the
international literature the POSIT (Problem Oriented Screening
Instrument for Teenagers) is noteworthy, which includes various domains
related to substance use, physical and psychological health, social
relationships, skills, problem behaviour, and educational and work
situation (Dembo, Turner, Borden, Schmeidler, & Manning, 1994). Most
of the subscales have acceptable Cronbach’s alphas above 0.70
(Knight, Goodman, Pulerwitz, & DuRant, 2001). The DAST-A (Drug
Abuse Screening Test - Adolescents) is an adaptation of the
aforementioned DAST for use in adolescents, which through a rapid
assessment (approximately 5 minutes) provides an estimate of the

severity of the problems of consumption (Martino, Grilo & Fehon, 2000),
with good internal reliability (α = 0.91) and concurrent validity. Another
of the instruments recently validated with adolescents is the Severity of
Dependence Scale (SDS) (G. Martin, Copeland, Gates, & Gilmour,
2006), with a good reliability of α = 0.83 (and which has been
validated in Spanish by the Plan Nacional Sobre Drogas [National Plan
on Drugs] (Plan Nacional Sobre Drogas, 2009) for young cannabis
users.

Among the questionnaires of a specific nature, we find several that
have already been validated with Spanish adolescents, such as the
Rutgers Alcohol Problems Index (RAPI) by White and Labouvie (1989),
adapted by López-Núñez et al. (2012) for problems related with alcohol
consumption. In this study a good reliability was obtained (α = 0.87), as
well as high sensitivity and specificity for detecting alcohol abuse and
dependence. In addition, there are validations of the abbreviated
Spanish version of the Cannabis Problems Questionnaire, the CPQ-A-S
(Fernandez-Artamendi, Fernandez-Hermida, Muniz-Fernandez,
Secades-Villa & Garcia-Fernandez, 2012) and the CAST (Cannabis
Abuse Screening Test, Plan Nacional Sobre Drogas, 2009) which
evaluates the severity of problems caused by consuming this substance.
Both have good psychometric properties with α = 0.74 for the CPQ-A-
S and α = 0.84 for the CAST (Fernandez-Artamendi et al., 2012).
Recently, the Expectancy Questionnaire by Leigh and Stacy (1993) has
also been validated with Spanish adolescents (CE, Camacho et al.,
2013); this evaluates the positive and negative expectancies concerning
alcohol, with a reliability between acceptable (α = 0.75) and excellent
(α = 0.96) for the subscales.

Interviews focused on the problem
As described above, the development of assessment tools in the field of

addictions has meant that there are a wide range of instruments available
for various purposes today. In the field of adult assessment, the semi-
structured clinical interview remains a key instrument, in particular ones
derived from the ASI (see Table 3). The Europ-ASI (Kokkevi & Hartgers,
1995) has existed for years in Europe. It is a version of the ASI adapted
to the European population, and it is the comprehensive assessment
instrument par excellence in the field of addictions. It consists of 141 items
divided into 6 areas (health status, employment status, alcohol and drug
use, legal problems, family and social relations, and psychiatric status),
and its implementation takes about 45-60 minutes. The interview collects
information on the problems experienced by users, with particular
emphasis on the last 30 days. From these data a series of severity scores
are obtained in each of the areas by following a standardised protocol
which facilitates the good inter-rater reliability of the instrument. The
interview and the application manual can be downloaded from the
website of Socidrogalcohol (http://www.socidrogalcohol.org/manuales-
y-guías-clínicas-de-socidrogalcohol.html).

The most recent development in this field has been the creation of the
ASI-6, a new version of the Addiction Severity Index, which corrects
some aspects relating to the structure and content of the ASI-5, in order
to adapt to new circumstances in the field of drug addiction. This version
consists of 257 items and, as well as collecting general information
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TABLE 3
AREAS OF THE VERSIONS OF THE ADDICTION 

SEVERITY INDEX (ASI)

Europ-ASI

4 General information 
4 Medical

situationSubstance
use

4 Employment/Support
4 Family/social

relationships
4 Legal situation
4 Psychological/

psychiatric status

ASI-6

4 General information
4 Alcohol consumption
4 Consumption of drugs
4 Physical health
4 Mental health
4 Training, employment

and financial resources 
4 Legal situation 
4 Personal and social

relationships

T-ASI

4 Substance use
4 School situation 
4 Employment/support
4 Family relationships
4 Legal situation

(involvement in
judicial system)

4 Social/peer
relationships

4 Psychiatric status



about the patient, it contains 7 scales regarding 1) alcohol use, 2) drugs,
3) physical health and 4) mental health, 5) training, employment and
financial resources, 6) legal situation and 7) personal and social
relationships. The Spanish validation found some psychometric
weaknesses (Diaz Mesa et al., 2010), but the ASI-6 has been proven
useful for treatment planning, follow-up assessments, and it provides
relevant information on variables related to adherence to treatment
(Casares-Lopez et al., 2011). Nevertheless, for now the Europ-ASI
remains the reference tool for the majority of clinicians in the European
context. For work with adolescents, the T-ASI (Kaminer et al., 1991) was
validated in Spanish a few years ago (Diaz et al., 2008) and its use
continues to spread, little by little, in clinical practice and research
internationally.

Diagnostic interviews
The appearance of the DSM-5 has involved the adaptation of the main

diagnostic interviews for assessing addiction in adults. Thus, the update
is now available of the main structured interview, which aims to
determine the presence of a substance abuse disorder based on the
criteria of the DSM-5 (Structured Clinical Interview for DSM-5) by First,
Williams, Karg and Spitzer (2015). Also, the Composite International
Diagnostic Interview - WMH-CIDI (World Mental Health - Composite
International Diagnostic Interview) by Kessler and Üstün (2010), uses the
ICD-10 criteria for diagnosing addiction.

In the case of adolescents, in recent years clinical interviews have been
developed, such as the DISC-IV (Diagnostic Interview Schedule for
Children - IV), recently validated in Spanish by Saldivia, Vicente,
Validivia and Melipillan (2013). It uses DSM-IV and ICD-10 criteria for
the diagnosis of various disorders, including abuse and dependence on
alcohol, nicotine, marijuana and other drugs. One of the most used
interviews, the SCID-SUDM (Structured Clinical Interview for the DSM -
Substance Use Disorders Module) by Spitzer, Williams and Gibbon
(1987) has also been adapted for use in adolescents (Martin, Pollock,
Bukstein, & Lynck, 2000). The versions adjusted to the DSM-5 criteria
have yet to be adapted to adolescents. 

New areas of interest
The development of research into the consequences of substance use

has expanded the field under evaluation in the world of addictions. In
recent years, the importance has been demonstrated of studying the
neuropsychological consequences of the use and abuse of substances
(Verdejo-García, López-Torrecillas, Orozco Giménez, & Pérez-García,
2004) and their mediating role in the possible outcomes of treatment.
The abuse of alcohol, cannabis, cocaine, stimulants, opioids and other
substances (Fernández-Serrano, Pérez-García, Río Valle, & Verdejo-
García, 2010; Fernández-Serrano, Pérez-García & Verdejo-García,
2011; Verdejo-García, Toribio, Orozco, Puente, & Pérez-García,
2005), has negative consequences on the executive functions (abilities
such as short and long term memory, processing speed, visuospatial
memory, learning, planning, attention, etc.) which must be taken into
account in the assessment process due to the implications for
intervention. The new assessment protocols in drug addiction must take

into account the particularities of these potential deficits to adjust the
interventions.

Another of the aspects of interest in the assessment process is
impulsivity. Impulsive behaviour is both a cause and a consequence of
drug use (de Wit, 2009). Assessing the levels of impulsivity in children
has proved very useful because it allows us to predict the subsequent
development of substance use disorders and the age of onset of these
disorders (Tarter et al., 2003). The assessment of impulsivity is also
convenient in the clinical setting, because this construct is strongly
associated with the patients’ ability to achieve and maintain abstinence
after treatment (Jentsch & Pennington, 2014). Behavioural tasks, such as
delay discounting, enable us to assess indirectly the consumer’s
preference for immediate reinforcers (such as those associated with the
pharmacodynamic effects of the substance) versus delayed reinforcers,
such as improvements in health, family life and working life (García-
Rodriguez, Weidberg, Yoon, García-Fernández, & Secades-Villa,
2013). Delay discounting is a predictor of the treatment success of
different substances such as cocaine (Washio et al., 2011), tobacco
(Sheffer et al., 2014) or cannabis (Stanger et al., 2012). Furthermore,
although the delay discount rates have proved stable in the absence of
any intervention (Beck & Triplett, 2009), growing evidence indicates that
they can be reduced with effective treatments in various populations of
drug addicts (Bickel, Yi, Landes, Hill & Baxter, 2011; Black & Rosen,
2011). In the case of young people, the following have proven
particularly useful in the area of addictions: the Barratt Impulsiveness
Scale version for adolescents (BIS-11-A, Martínez-Loredo, Fernández-
Hermida, Fernández-Artamendi, Carballo-Crespo & García-Rodriguez,
2015), with good reliability (α = 0.87), and the Impulsiveness and
Sensation-Seeking subscale (ImpSS) belonging to the Personality
Questionnaire by Zuckerman-Kuhlman (ZKPQ-III, Gutiérrez-Zotes,
Ramos Brieva, & Sáiz Ruiz, 2001). These instruments allow us to assess
the impulsiveness and decision-making of the substance user, which can
be crucial in understanding the habits and patterns of consumption.

DISCUSSION AND RECAPITULATION
The use and abuse of drugs is a serious social problem today

worldwide. The personal and social damage caused by the use and
abuse of these substances poses a serious risk to the users and to the
environment, both economically and in terms of healthcare and society
(World Health Organization, 2008). Thus, the aim of this study was to
analyse the current needs in the field of the assessment of addictions and
the new tools available for clinical work and research.

Fortunately, in recent years the quantity and quality of tools at our
disposal in order to carry out this assessment task has grown
significantly, offering a wide range of psychometrically robust
instruments. There are both generic and specific questionnaires for the
different drugs, in Spanish, for different areas of life affected by
consumption, and adapted to the particularities of the adult and
adolescent population (Becoña Iglesias & Tomás Cortés, 2011;
Fernández-Artamendi, Fernández-Hermida, & Secades-Villa, in press;
Fernández-Hermida, Secades-Villa, & Fernández-Artamendi, in press;
García-Portilla & Bobes-Bascarán, 2011; National Institute on Drug
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Abuse, 2014). The need to differentiate between adults and adolescents
in the assessment (and intervention) process is no longer debatable
today, and the instruments offer a high level of specialisation based on
the different substances of consumption. In addition, general tools, such
as diagnostic interviews or the assessment of the severity of the addiction
and the generic questionnaires, allow us to carry out a first global and
cross-sectional approach to the problem of addiction, which is very
helpful in planning the intervention. This variety of alternatives has
clearly benefited both the clinic and research. 

However, it is necessary to continue to promote the use of these tools
in daily clinical practice in our country. For this, we must create, adapt
and validate tools for certain population groups such as adolescents,
since the lack of adaptations and validations substantially limits the
possibilities of a valid and reliable assessment. Clinical implications
cannot (and must not) be drawn from using tools that have not been
properly adapted and validated to the context of use (Callegaro Borsa,
Figueiredo Damásio, & Ruschel Bandeira, 2012, Gudmundsson, 2009).
But today, the variety of instruments available in the English-speaking
world far exceeds those that can be found in Spanish.

Moreover, new issues are arising that must be resolved in the
assessment of addictions. Psychologists must keep in mind the possible
use of what are known as synthetic drugs (ecstasy, synthetic
cannabinoids, etc.), which are rapidly evolving and increasingly
common especially among young people (Weaver, Hopper, &
Gunderson, 2015). In the case of our country, in the future it is
necessary to develop new tools for the new substances and situations of
consumption, to adjust their formats to the new technologies so they can
be used on computers and platforms such as the Internet. The inclusion
of questionnaires and tests for assessing neuropsychological functions,
impulsivity and decision-making, among other aspects, can help to
facilitate the adaptation of interventions to the particularities of each
consumer. 
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any internationally renowned organisations, such as the
Global Entrepreneurship Research Association (GEM, 2015)
and the Organisation for Economic Co-operation and

Development (OECD, 2014), annually assess entrepreneurial activity in
a large number of countries. Currently, governments, organisations,
universities and individuals are joining forces to try to understand the
process of entrepreneurship, since its promotion is essential for the
development of market economies (OECD / The European Commission,
2013). Furthermore, failure as an entrepreneur involves a cost to society
in terms of lost opportunities and resources, and it ultimately causes
significant consequences for the individual, both economically and
psychologically (Zhao, Seibert, & Lumpkin, 2010).

It is important to distinguish between entrepreneurship and business
ownership, as the latter is confined to the exclusive domain of the
company as one specific example of the many possible manifestations
of entrepreneurship. Depending on the objectives to be achieved, it is
possible to identify at least three types of entrepreneur in terms of the

objectives they aim to achieve: extra-entrepreneur, intra-entrepreneur
and personal entrepreneur. The extra-entrepreneur is a person whose
goal is to develop new external projects related to business creation
(Rauch & Frese, 2007b). The intra-entrepreneur is a person who is
responsible for creating innovation within a business, improving projects
that are already underway (Lumpkin, 2007). The personal entrepreneur
is characterised by a high level of personal control and initiative, and is
able to handle difficult situations, for example, stressors, unemployment
or career changes (Frese & Fay, 2001). A particular case of this type of
entrepreneur would be those who are oriented towards volunteer work
in the community, in non-governmental organisations, or the researcher
who proposes a theory or technique that has not previously been
explored.

The study of all matters relating to entrepreneurship has grown
exponentially in recent years, establishing itself as a multidisciplinary
field of research (Rauch & Frese, 2007a; Sánchez, 2011). This
consolidation is explained largely by the contribution of models and
theories proposed from an economic and sociological approach (Chell,
2008). Psychology has also played a central role in legitimising and
even popularising the study of entrepreneurship (Baum, Frese, Baron, &
Katz, 2007; Hisrich, Lagan-Fox & Grant, 2007). One possible
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El espíritu emprendedor de las personas resulta fundamental en la sociedad moderna ya que supone una importante fuente de innovación,
empleo, productividad y crecimiento. Si bien los primeros modelos teóricos surgen desde aproximaciones económicas y sociológicas, la psi-
cología proporciona modelos que integran diferentes aspectos centrados en el individuo como los cognitivos, actitudinales y de la personali-
dad permitiendo así un estudio mucho más detallado. El objetivo de este trabajo es presentar las principales aportaciones de la psicología a
la evaluación de la personalidad emprendedora. Para ello se llevó a cabo una revisión de los principales modelos e instrumentos de medida
que se han desarrollado hasta la fecha. Los resultados confirman que la personalidad emprendedora tiene una estructura multidimensional
pudiendo destacar ocho dimensiones fundamentales: motivación de logro, autoeficacia, toma de riesgos, innovación, autonomía, tolerancia
al estrés, locus de control interno y optimismo. Desde un punto de vista metodológico, la Teoría de Respuesta a los Ítems y los Tests Adapta-
tivos Informatizados representan los más avanzados y modernos métodos de evaluación. En la actualidad, se dispone de un amplio número
de instrumentos de medida para evaluar la personalidad emprendedora. Las líneas futuras de investigación deberán orientarse hacia la con-
strucción de modelos multidimensionales, así como a proporcionar alternativas que permitan reducir la deseabilidad social y otros sesgos in-
herentes a los autoinformes.
Palabras Clave: Personalidad emprendedora, Espíritu emprendedor, Teoría de Respuesta a los ítems, Tests adaptativos informatizados, Au-
toinforme.

Entrepreneurship is fundamental in modern society because it represents an important source of innovation, employment, productivity, and
growth. While the first theoretical models arose from economic and sociological approaches, psychology provides models that integrate differ-
ent aspects such as cognitions, attitudes and personality, which allow a more detailed study. The purpose of this paper is to show the main
contributions of psychology to the assessment of the enterprising personality. For this purpose, the main models and instruments developed to
date were reviewed. The results confirm that the enterprising personality has a multidimensional structure and eight personality traits can be
highlighted: achievement motivation, risk-taking, autonomy, self-efficacy, stress tolerance, innovativeness, internal locus of control, and opti-
mism. From a methodological point of view, Item Response Theory and Computerised Adaptive Tests represent the most advanced and modern
methods for assessing enterprising personality. There are currently several measurement instruments available. Future areas of research should
be directed at the construction of multidimensional models as well as providing alternatives that facilitate a reduction in social desirability and
other biases inherent in self-reports.
Key words: Enterprising personality, Entrepreneurship, item response theory, Computerised adaptive tests, self-report.
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explanation is the tendency of psychology not only to construct theories,
but also to construct rigorous measurement instruments that enable us to
support such theories empirically (Katz, 2007). In this sense, the
psychometric methodology involves the fundamental scientific research
tool for the systematic and rigorous study of the phenomenon of
entrepreneurship. Three approaches have mainly been used to describe
entrepreneurship: the economic, the sociological and the psychological
approaches.

THE ECONOMIC APPROACH
The origin of the theories of entrepreneurship emerges mainly from an

economic perspective and has its roots in Europe, especially in France
(Cantillon, 1756; Say, 1803), the UK (Marshall, 1890) and Austria
(Kirzner, 1973; Schumpeter, 1934). Economists tend to develop theories
about the decisions that are relevant to the use of resources in order to
obtain economic results, such as the performance results of companies,
industries and countries. These types of theories tend to give more
weight to economic variables (e.g., resources, capital, information or
business opportunities) than individual aspects. However, from the
beginning classical economic theories have tended to incorporate
aspects such as innovation or leadership (Marshall, 1890), to assume
that the personal characteristics of the entrepreneur can be acquired
(Schumpeter, 1934) and, ultimately, to accept the subjective and
individual character of entrepreneurship.

THE SOCIOLOGICAL PERSPECTIVE
In recent decades, different approaches have been emerging, from a

sociological perspective, that attempt to provide a more complete picture
of the issues involved in the process of entrepreneurship (Chell, 2008).
According to these approaches, family background and education are
two key aspects in the development of entrepreneurship. Developing in
an entrepreneurial environment has a positive and facilitating influence
on entrepreneurial behaviour (Altinay, Madanoglu, Daniele & Lashley,
2012). Similarly, the possibility of receiving training on how to be an
entrepreneur turns adolescence into a particularly interesting stage
(Unger, Rauch, Frese & Rosenbusch, 2011). The main reason is that
potentially entrepreneurial students who attend specific training courses
would increase their skills, knowledge and abilities to be able to take
advantage of the opportunities presented to them compared to those
who do not receive such training (Volery, Muller, Oser, Naepflin & del
Rey, 2013). 

One of the most interesting contributions of the sociological
perspective is the emphasis that it places on subjectivity. For example,
many of the proposed models highlight the importance of how people
perceive the viability of their projects and their perception of control over
the resources (Ajzen, 1991; Shapero & Sokol, 1982; Veciana, 1999).
This subjectivity depends largely on the culture and context where the
person is. The cultural norms and laws and regulations of each
individual country have an important influence on the perception and
behaviour of entrepreneurs (GEM, 2015; OECD, 2014).

According to the latest GEM Spain 2014 (GEM, 2015), approximately
six out of ten entrepreneurs are men; however, the difference between
men and women entrepreneurs setting up businesses has declined over
the past two years. Of all entrepreneurs, 47.6% have received some sort
of higher education or graduate degree, and 43.5% have at some point
in their lives received specific training in entrepreneurship. The adults

with higher incomes were the ones that showed a greater propensity to
start new businesses. Of all potential entrepreneurs (i.e., people with an
intention to create a company in less than three years), 18.2% are aged
between 18 and 24 years. Of this same group of potential
entrepreneurs, 56.6% say they have no specific training, a percentage
that rises to 63.6% for those who are leaving a job at a company. These
circumstances lead us to believe that specific training focused on
entrepreneurship would facilitate both the development and the
consolidation of new projects.

Spain is characterised by a perception of having a lower number of
opportunities than other European countries. About 16% of Spaniards
perceive that there are business opportunities, while in countries such as
Britain and Germany the figure is over 30% (GEM, 2015). However, it
is curious that the perception of entrepreneurial knowledge and skills is
above the European average. About 50% of Spaniards consider
themselves to have sufficient skills and knowledge to start a business,
while in countries such as Germany and France the percentage is less
than 40% (GEM, 2015). These results suggest that variables such as self-
concept, motivation and expectations may play an important role in
both the perception of opportunities and the perception of competence.
In this regard, educational research has already gone into great detail
about the significant weight that such variables have, for example, in
academic achievement (Suárez-Álvarez, Fernández-Alonso & Muñiz,
2014).

According to the latest Entrepreneurship at a Glance (OECD, 2014),
necessity was an important driver in emerging economies such as China
and India, but also in Korea, Estonia, Greece and Spain, which partly
reflects the economic crisis. In fact, in 2013, 29.8% of Spanish
entrepreneurs who started a company said that they did so after
considering that it was their only career option (GEM, 2015). The
combination of opportunities, capacities and resources does not
necessarily lead to entrepreneurial activity if the costs of the opportunity
(e.g., lost earnings or poorer health coverage) and the initial costs
outweigh the potential benefits. In fact, as noted by the OECD, “the
regulatory framework and taxes become a critical factor that affects the
business performance of countries” (OECD, 2014, p. 86). In sum, these
findings shed light on some of the problems that entrepreneurs are now
finding and emphasise the importance of education in the process of
entrepreneurship.

THE CONTRIBUTION OF PSYCHOLOGY
The research carried out to date has shown that entrepreneurial

behaviour is influenced by numerous factors including economic, social
and personal aspects (Chell, 2008; Rauch & Frese, 2007a). Based on
these results it seems reasonable to believe that entrepreneurial
behaviour is multidimensional. Therefore, developing models and
comprehensive explanations that realistically reflect entrepreneurship
requires the consideration of various dimensions together. Figure 1
proposes an integral model of entrepreneurship that captures the
essence of the main models developed to date (Rauch & Frese, 2000;
Rauch & Frese, 2007a; Sánchez, 2011) and incorporates the latest
research findings on entrepreneurial personality. It is a comprehensive
model that presents the major aspects involved in entrepreneurial
activity. The comprehensive model of entrepreneurship (Figure 1) can
serve as a preliminary outline on which to base future research. While
the model is plausible to the extent that each of the issues separately has
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proven to be connected with entrepreneurial activity, more research is
required to relate the set of variables as a whole.

The model pays special attention to the dimensions that comprise the
area of   personal development, which is influenced by the variables that
encompass the socio-economic context, such as education, family,
culture and the system of rules, laws and regulations of the countries
(GEM, 2015; OECD, 2014). Within the area of   personal development,
the work focused on emotional intelligence deserves special attention
(Ahmetoglu, Leutner, & Chamorro-Premuzic, 2011), because of the
relationship it has with aspects such as innovation (Suliman & Al-Shaikh,
2007)  or achievement motivation and self-efficacy (Muñiz, Suárez-
Álvarez, Pedrosa, Fonseca-Pedrero & García-Cueto, 2014). Another
key part of this model relates to the cognitive aspects, which include such
constructs as cognitive styles (Sánchez, Carballo & Gutiérrez, 2011),
creativity (Ward, 2004) and intelligence (Newton & McGrew, 2010).
The study of personality has gained particular momentum in recent
years and two main approaches can be distinguished: researchers who
prefer to use broad personality traits, such as the Big Five (Brandstätter,
2011; Zhao et al, 2010); and those who propose the use of more
specific traits that are closer to entrepreneurial activity (Rauch & Frese,
2007a, 2007b; Suárez-Álvarez, Pedrosa, García-Cueto & Muñiz,
2014).

The supporters of using general personality traits argue that these
factors (extraversion, emotional stability, responsibility, agreeableness
and openness to experience), account for around 13% of the variance
of entrepreneurial activity and about 10% of business success (Zhao et
al., 2010), and correlate with the activity of business owners and
managers (Brandstätter, 2011). Specifically, the dimensions of
responsibility and openness to experience are the ones that have a
greater relationship with both entrepreneurial behaviour and business
performance (Zhao et al., 2010). Also used within this line of research,
although much less representatively, are the personality factors assessed
by the Eysenck Personality Questionnaire Revised (Furnham, 2002) and
the 16 personality factors of Cattell (Chell, 2008).

The specific personality traits that seem to be most related to
entrepreneurial personality are achievement motivation, self-efficacy,
risk-taking, innovation, autonomy, stress tolerance, internal locus of
control and optimism (Baum et al, 2007; Muñiz et al., 2014; Rauch &

Frese, 2007a, 2007b; Suárez-Álvarez et al, 2014; Zhao et al, 2010).
The central argument supporting the use of models of specific
personality traits rather than broad traits, is that the specific traits
would be able to explain more specific aspects of the entrepreneurial
personality (Laguna, 2013; Lanero, Vázquez & Muñoz-Adánez,
2015; Tyszka, Cieslik, Domurat & Macko, 2011), so the predictions
made based on them would be more accurate. This is a plausible
hypothesis on which the first data consistent is starting to be collected,
moderate relations being found with regards to business creation and
success (Rauch & Frese, 2007a, 2007b). In fact, today there are
findings that suggest that the more specific traits of the entrepreneurial
personality add evidence of predictive validity of business success to
the Big Five personality traits (Leutner, Ahmetoglu, Akhtar &
Chamorro-Premuzic, 2014). In other words, the inclusion of both
measures during the evaluation process would improve decision
making and predictive power. For this reason, the model presented in
Figure 1 comprises the two models of entrepreneurial personality
together. 

ASSESSMENT OF THE ENTREPRENEURIAL PERSONALITY
To date, several measuring instruments have been developed to assess

the various personality traits involved in entrepreneurial behaviour, such
as achievement motivation (Suárez-Álvarez, Campillo-Álvarez,
Fonseca-Pedrero, García-Cueto & Muñiz, 2013), locus of control
(Suárez-Álvarez, Pedrosa, García-Cueto & Muñiz, in press) or self-
efficacy (Moriano, Palací & Morales, 2012) to name just a few of them.
Additionally, there are numerous tools that have been developed based
on the construct of entrepreneurial orientation (Covin & Wales, 2012)
and that assess dimensions such as risk taking, proactivity, innovation,
autonomy and competitive aggressiveness. However, the number of
instruments is significantly reduced when the aim is the joint evaluation
of the entrepreneurial personality traits in one single instrument with
methodological consistency, and the number of instruments developed in
Spain is even more scarce (Muñiz et al., 2014; Sánchez, 2010). 

In recent years, significant contributions have been made to the
assessment of the specific traits of the entrepreneurial personality. In
Table 1, we present the main instruments for assessing entrepreneurship
that have been developed to date. Some of these scales have been
translated and adapted to different languages (Almeida et al, 2014;
Caird, 2006, Liñán & Chen, 2006) and are aimed at evaluating
different groups such as adolescents (Muñiz et al, 2014), university
students (Caird, 2006) and workers (Almeida et al., 2014). Another
aspect to note is the tendency to develop methods using self-report
instruments, usually measured by Likert scales.

In Table 2, we present an overall assessment indicative of the quality
of the measuring instruments. This is determined according to the criteria
established by the European Federation of Psychologists Associations
(EFPA) for the evaluation of tests (Evers et al., 2013) and the Standards
for Educational and Psychological Assessment (American Educational
Research Association, American Psychological Association and
National Council on Measurement in Education, 2014). The information
shown in Table 2 corresponds mainly to the information provided by the
authors in the original document in which the development of the
instrument is shown. This information is completed with scientific papers
indexed in international databases. This excludes the possible existence
of documents that are not indexed in these databases which provide
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FIGURE 1
COMPREHENSIVE MODEL OF ENTREPRENEURSHIP, 

ADAPTED BY RAUCH AND FRESE (2007A)



information on aspects that are not covered in this table. First, it is
striking that while some authors mention content validity, few provide
data based on expert judgment and quantitative indicators (Pedrosa,
Suárez-Álvarez & García-Cueto, 2013). Clearly, another great
omission is the study of DIF, which identifies whether there are items that
systematically harm certain groups of people such as, for example, men
or women (Sandilands, Oliveri, Zumbo & Ercikan, 2013). 

MEASUREMENT INSTRUMENTS IN SPAIN
At present there are at least four measurement instruments to assess the

entrepreneurial personality in Spain: EIQ (Liñan & Chen, 2006); COE
(Sánchez, 2010); META (Almeida, Ahmetoglu & Chamorro-Premuzic,
2014); and BEPE (Muñiz et al., 2014). It is important to note that EIQ,
COE and BEPE were originally developed in Spain while META was
originally developed in the UK. Although the latter can be answered in
Spanish on its website (http://www.metaprofiling.com), it should be
noted that there is no information available on the psychometric
properties of the translation and adaptation of the instrument to the
Spanish context to date. Therefore it is not possible to assess the
suitability of the instrument for use in Spain by international standards

(Muñiz, Elosua & Hambleton, 2013). On the other hand, the main
limitation of the instruments developed in Spain is the lack of criterion
validity evidence (Table 2). While the use of these measurement
instruments for research may be suitable for certain purposes, their use
would still not be adequate for making important decisions that affect
people based on their score on entrepreneurship. To do this, it would be
necessary to accumulate more evidence of validity in relation to external
variables and test their predictive ability. In sum, although significant
progress has been made in the assessment of the entrepreneurial
personality in Spain, there is still a long way to go.

DISCUSSION AND CONCLUSIONS
The figure of the entrepreneur is central to the economy of any country,

as it constitutes an important source of innovation, employment,
productivity and growth. The interest in this figure has evolved over
recent decades maintaining, as a common denominator, the person as
central to the entrepreneurial process (Baum et al., 2007). Economic
and sociological perspectives have contributed substantially to the
theoretical development of the entrepreneurial process, while
psychology has taken the lead in recent years, being noteworthy for its
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TABLE 1
MAIN MEASUREMENT INSTRUMENTS FOR ASSESSING ENTREPRENEURSHIP

Name

Skills Confidence Inventory [SCI]

General Enterprising Tendency [GET2] 

Entrepreneurial Aptitude Test [TAI]

Entrepreneurial Intention Questionnaire [EIQ]

Cuestionario de orientación emprendedora
[COE, questionnaire of entrepreneurial
orientation]

Measure of Entrepreneurial Talents and Abilities
[META]

Batería de Evaluación de la Personalidad
Emprendedora [BEPE, Battery for the assessment
of the entreprising personality]

Reference

Betz, Borgen & Harmon (2005)

Caird (2006)

Favretto, Pasini & Sartori (2003)

Liñán & Chen (2006)

Sánchez (2010)

Almeida, Ahmetoglu & Chamorro-
Premuzic (2014)

Muñiz, Suárez-Álvarez, Pedrosa,
Fonseca-Pedrero & García-Cueto (2014)

Dimensions

Realistic, investigative, artistic, social, enterprising and conventional

Need for achievement, autonomy, determination, creativity and risk taking

Goal orientation, leadership, adaptation, achievement motivation,
personal development, innovation, flexibility and autonomy

Featuring professional, social value, entrepreneurship and
entrepreneurial intention

Locus of control, self-efficacy, risk appetite and proactivity

Creativity, opportunism, proactivity and vision

Achievement motivation, risk taking, innovation, autonomy, self-
efficacy, stress tolerance, internal locus of control and optimism.

TABLE 2
PSYCHOMETRIC ASSESSMENT OF MEASUREMENT INSTRUMENTS FOR THE ASSESSMENT OF ENTREPRENEURSHIP 

Test Reliability Validity evidence: Validity evidence: Validity evidence: DIF Available in 
content construct criteria Spanish

SCI 4 4 4 4 - -

GET2 4 - 4 4 - -

TAI 4 - 4 4 - -

EIQ 4 - 4 - - 4

COE 4 - 4 - - 4

META 4 - 4 4 - 4

BEPE 4 4 4 - 4 4

Note: DIF = Differential Item Functioning.SCI= Skills Confidence Inventory; GET2= General Enterprising Tendency v2; TAI= Entrepreneurial Aptitude Test; EIQ=
Entrepreneurial Intention Questionnaire; COE= Cuestionario de Orientación Emprendedora [Questionnaire of Entrepreneurial Orientation]; META= Measure of
Entrepreneurial Talents and Abilities; BEPE= Batería de Evaluación de la Personalidad Emprendedora [Assessment Battery of Entrepreneurial Personality]
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contribution to the evaluation of the entrepreneurial personality. While
the existing instruments represent an important advance in terms of
measurement, there is still a long way to go. For example, in spite of the
boom of Item Response Theory (IRT) in recent years, it is remarkable that
only one of the instruments was developed based on this methodological
framework (Muñiz et al., 2014). The implementation of IRT in this area
would enable us to increase the number of computerised adaptive tests,
taking advantage of the many benefits associated with them in terms of
effectiveness and efficiency (van der Linden & Glas, 2010). Moreover,
there is a notable lack of information provided in the instruments that
have already been developed in relation to the analysis of items,
evidence of predictive validity, test-retest reliability and especially both
differential item functioning (DIF) and bias analysis, deficiencies which
are also commonly found in other measuring instruments (Hernández,
Tomás, Ferreres & Lloret, 2015).

Internationally, META is probably the measurement instrument that has
shown the most validity evidence in recent years, which makes it a
suitable tool for evaluating entrepreneurship in adult workers
(Ahmetoglu et al, 2011; Almeida et al, 2014; Leutner et al., 2014).
Moreover, it has been translated and adapted into ten languages,
including Spanish. In the case of Spain, the Battery for Entrepreneurial
Personality Assessment (BEPE, Muñiz et al, 2014; Suárez-Álvarez et al,
2014) is noteworthy. This measurement instrument stands out because it
offers the joint assessment of the specific characteristics of the
entrepreneurial personality as well as being oriented towards
adolescents, which enables the early detection of potential
entrepreneurs. It also facilitates the assessment of entrepreneurship using
87 items, and has demonstrated adequate psychometric properties
including content validity evidence by experts (Suárez-Álvarez et al.,
2014) and DIF according to sex (Muñiz et al., 2014). However, it would
be necessary to gather more evidence of validity to support the
predictive ability of BEPE. Additionally, the recent development of a
computerised adaptive version is worth mentioning (BEPE-A; Pedrosa,
Suárez-Álvarez García-Cueto & Muñiz, 2015). This instrument, based
on the methodological framework of IRT, allows the progressive selection
of questions depending on the answers that the participant has given to
the preceding items, resulting in a test adapted to the individual (De
Ayala, 2009). Using this methodology, the results have shown the ability
to assess entrepreneurship accurately with an average of ten items.
Adding to this short, effective and rigorous assessment, the fact that it is
available in a computerised version opens the possibility of on-line
assessment with the benefits that this entails in terms of geographical

scope, ease of implementation, and the savings in human, material and
financial resources.

Another aspect to highlight is the frequent use of self-report methods.
This methodology involves assuming the risk that the person will
misrepresent their own answer to fit a certain profile (i.e., social
desirability). This type of response bias would directly affect the validity
of the decisions that are made based on the scores obtained in the
measurment instruments, particularly in personality tests and with
significant consequences for people. To solve this problem, various
alternatives have been proposed including forced-choice items, where
people must choose between two items with similar social desirability
(Brown & Maydeu-Olivares, 2012). Good examples of this type of
measurement instrument in the context of personality could be
WorkFORCE (Naemi, Seybert, Robbins & Kyllonen, 2014) which
assesses fit to the work profile and TAPAS (Stark et al., 2014) for
selecting personnel in the military context, both developed by the
Educational Testing Service. Moreover, as an alternative to self-tests
there are situational tests (Olea, Abad & Barrada, 2010) and implicit
association tests (Greenwald, Poehlman, Uhlmann & Banaji, 2009).
Another interesting alternative is the one currently being conducted by
the Psychometrics Centre at the University of Cambridge. Their recent
findings include that personality assessment based on computers (i.e.,
indicators obtained through social networks such as Facebook or
Twitter) is more accurate and valid than that obtained by humans
(Youyou, Kosinski & Stillwell, 2015).

Future directions in the evaluation of the entrepreneurial personality
should be oriented towards improving measurement at different levels
(Table 3). First, the use of models to estimate IRT would improve the
psychometric properties of the measurement instruments in terms of
accuracy. Second, thanks to the use of IRT, computerised adaptive tests
could be developed, increasing the effectiveness and efficiency of
evaluations compared to the classic format. Third, developing
measurement instruments using forced-choice items from IRT would
reduce the effects of social desirability in the responses. Fourth, it would
be interesting to supplement the data obtained from self-reports with
other sources such as implicit association tests or situational tests.
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N OVERVIEW OF THE CONCEPT OF QUALITY OF LIFE
According to the Diccionario de la Real Academia Española
[Dictionary of the Royal Spanish Academy] (DRAE), quality of life

refers to “the set of conditions that help to make life enjoyable and
valuable.” This simple definition that would fit the popular idea of quality of
life, begins to raise difficulties when we wish to specify what “to make life
enjoyable and valuable” means or when we wish to determine the “set of
conditions” that favours this state. On both counts, personal experiences,
ambitions or expectations (among other things) introduce a subjective
factor that makes the concept difficult to extend to multiple people,
especially if these people come from different socio-demographic or
cultural groups. This situation becomes clear if we think of our inner circle,
where we can easily identify people we know whose priorities are far from
our own, which clearly leads to a different assessment of what gives us
quality of life. The same problem occurs on a large scale, when studies aim
to assess quality of life on a national level, and of course in international
studies aimed at comparing participants from different countries.

In common parlance, the term quality of life is used to refer to different
aspects such as satisfaction with specific conditions, commodities at a
socio-economic level, facilities for meeting the needs of daily life, or
even happiness. How often we have heard someone say “This is quality
of life”, and more importantly, in how many different contexts and with
how many different nuances? Precisely this familiarity with the concept
is one of the reasons why quality of life is, as Campbell, Converse, and
Rodgers (1916) noted, something that many people talk about but
nobody knows how to define clearly. Many years later, Barofsky (2012)
also indicated that the “everydayness” of the term is a constraint to both
the definition and the measurement of this construct. 

This situation poses a challenge in science where, ideally,
“personalised” definitions should be left behind in order to establish
common definitions and agreed criteria to guide the activity of the
research community. Therefore, it is in this context where concern for the
systematic study of the concept of quality of life as well as its assessment
emerged in the 60s (Gómez & Sabeh, 2001). Although there has
always been interest in the construct, in this period a change of
perspective occurred in which the idea of   proposing solutions
subsequent to the emergence of the problem was replaced by a concept
of social change that seeks to promote an improvement in society
(Casas, 2004). In other words, the idea of   quality of life became an
activity aimed at promoting positive behaviours that improve people’s
situations. 

From then until now, the concept of quality of life has been used in
various fields such as psychology, health, education, economics or
politics, which has led to the study of the construct at different levels of
generalisation. While psychology has focused on the individual aspects
of people (Aroila, 2003), economics and politics have addressed issues
concerning society or the community, considering quality of life as the
indispensable motor of innovation for social evolution (Yúdice, 2002).
On the other hand, in healthcare and education both fronts have been
covered, focusing on groups of people with specific circumstances, such
as a specific pathology (e.g., Lara, Ponce, & de la Fuente, 1995), or
special educational needs (e.g., Gómez-Vela, Verdugo, & González-
Gil, 2007). This diversity of approaches has meant that the meaning of
quality of life is complex and has definitions that adjust to the focus of
interest in each case. However, in an attempt to reduce this diversity, two
main branches emerged that divide the research on quality of life in
health sciences and social sciences. From the common objective of
knowing the most important aspects for peoples’ lives and their influence
on the different life areas of human beings, the two perspectives present
an approach to the concept that incorporates different nuances. 

ASSESSMENT OF QUALITY OF LIFE: 
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On the one hand, in the healthcare field, the concept emerges of
quality of life related to health (HRQOL, or Health-Related Quality of
Life) which was initially defined in 1948 by the World Health
Organization (World Health Organization, WHO) as a state of
complete physical, mental and social well-being that goes beyond the
mere absence of disease (WHO, 1998). Some of the most relevant
studies in this approach have shown the powerful influence of quality of
life in such significant aspects as patient adherence to prescribed
treatments (Carballo et al., 2004) or the evolution of disease (Jones et
al, 2006; Lemonnier et al, 2014).. 

On the other hand, in the field of social science, efforts have been
focused on trying to unify the concept of quality of life which, as
Veenhoven (2000) indicates, has been used interchangeably with other
constructs such as well-being or happiness. In this context, two of the
basic traditions described by Schwartzmann (2003) are included:
research into the concept of happiness in psychology and the study of
social indicators in sociology. The main concern in the social sciences is
people’s environment, highlighting the more private component of
quality of life; and therefore the studies address aspects such as its
influence on social participation (Nakamura et al, 2014; Wendel-Vos,
Schuit, Tijhuis, & Kromhout, 2004) or the development of personal and
professional relationships (Pinquart & Sorenser, 2000). Quality of life is
then defined as the “experience that people have of their own ways and
conditions of life” (Casas, 2004, p. 309); referring to objective factors,
such as living conditions in themselves, and subjective elements that
reflect people’s own perception that they have of the situation. In line
with the controversial role of subjectivity mentioned above, the research
is characterised by proposing assessment focused on obtaining
indicators of the presence or absence of subjective well-being in people.
In other words, the elements considered in the traditional assessment
focused on objective conditions are maintained but interest is moved to
the discovery of the private and subjective aspects. In this line, Schalock
and Verdugo (2002) describe the indicators of quality of life based on
three personal dimensions that reflect the well-being of the person:
specific perceptions, behaviours and conditions. Meanwhile Casas
(2011) distinguishes two social indicators of subjective well-being:
overall life satisfaction and satisfaction with specific or peripheral
aspects. 

These definitions reflect the efforts made to clarify the concept of
quality of life and make it easier for researchers to outline new studies
by differentiating and limiting the aspects of interest in each area of
study. However, at the same time they present other difficulties such as
the measurement of the construct. The same diversity described above is
evident in the tools available for evaluating quality of life, as shown by
previous reviews of the existing instruments for the evaluation of quality
of life (Blanco & Chacón, 1985, Bowling, 1991).

Following the approach of social sciences, possibly the closest to the
readers, we find instruments that refer to the division of quality of life
into general and specific aspects. Among the general aspects, the main
focuses of attention have been subjective well-being (The Satisfaction
with Life Scale; Diener, Emmons, Larsen, & Griffin, 1985), happiness
(Happiness Measures; Fordyce, 1988) and overall satisfaction (Life
Satisfaction Scale; Huebner, 1994). The assessment of specific aspects
has focused on the investigation of the main life areas of individuals
(Cummins, 2003; Cummins, Eckersley, Van Pallant, Vugt & Misajon,
2003). For example, Zabriskie and McCormick (2003) used an adapted
version of the Satisfaction With Life Scale to assess satisfaction with

family life (Satisfaction with Family Life Scale); Bowling and Hammond
(2008) review the properties of the Michigan Organizational
Assessment Questionnaire designed to measure job satisfaction
(Michigan Organizational Assessment Questionnaire Job Satisfaction
Subscale); and Heyland et al. (2002) investigated satisfaction with the
services received in healthcare settings.

This situation reflects the current reality in the research on quality of
life, which has led to decisions being made to approach the study of this
construct, from different fronts both nationally and internationally, as
described in the next section. 

THE STUDY OF QUALITY OF LIFE
Despite the clear influence of the methodological issues in the research

on quality of life, the ultimate goal of the assessment is to draw
conclusions regarding this variable, and it is on this point that the
national and international studies focus. In Spain (as in other countries),
much of the research focuses on the assessment of specific groups or
content-specific assessment, while at the international level the aim is to
establish “universal” indicators of quality of life for comparative
purposes. Described below are some of the current lines of work in the
two contexts.

Quality of life in international and transcultural studies
On the international scene, various organisations have proposed

approaches intended to assess different countries or groups in a
standardised way. The healthcare aspect is represented by the WHO,
which in recent years has tried to introduce the individual perception of
patients in relation to their quality of life, as part of the assessment of
their functionality (WHO, 1994). In its classification models, the WHO
proposes indicators that describe health conditions globally, such as the
International Classification of Functioning, Disability and Health. This
model includes the concept of functionality, which incorporates personal
and environmental factors and their interaction with the disease suffered
by the individual.

Studies of the social aspect are associated with survey research
whereby items are administered to different groups which are
subsequently compared in relation to the amount of the variable. In this
context, the main limitation comes from the difficulty of establishing
common indicators to the different groups evaluated and ensuring
equivalence in the definition of these indicators. The European Statistical
System Committee (ESSC) attempted to address this difficulty by
developing, in November 2011, a list of dimensions to measure the
quality of life in the European Union. These dimensions are divided into
specific indicators so that the assessment of these indicators provides,
according to this approach, information on people’s quality of life. For
example, the dimension “overall experience with life” covers three
themes: satisfaction with life, emotions and goals. These themes are
subdivided into indicators that are formulated in terms of items, such that
the application of those items would measure the construct quality of life.
Other dimensions are “leisure and social interactions”, “environment”
and “physical and financial security,” which are defined the same way
in terms of themes and indicators as described above. 

This perspective has been accepted by many researchers since it offers
a broad framework in which studies of various types have a place. In
fact, numerous international studies with comparative objectives have
followed the guidelines proposed by the ESSC. Some examples are the
European Values   Study (EVS), the European Social Survey (ESS), the
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European Quality of Life Survey (EQLS), and the World Values   Survey
(WVS). In all of these studies, the dimensions and indicators proposed
for generating quality of life items are used. However, this scheme does
not meet the needs of researchers concerned with the subjective sphere.

Another approach to quality of life from the social perspective is that
proposed by the Organisation for Economic Co-operation and
Development (OECD), which has presented one of the most universal
panoramas to date by creating the Better Life Index. Based on the
responses of participants from different countries on five continents, this
index assesses the most relevant aspects for the citizens, but this also
leaves out the more private aspects of the assessment. Therefore, despite
international efforts to reach a satisfactory definition for the different
areas of study, the inclusion of the subjective aspects that capture
personal perceptions of quality of life has not yet been achieved. 

Beyond the definition of the construct, in the international framework
another of the most important challenges relates to achieving
equivalence in measurement. Ensuring the equivalence of the responses
provided by different groups is, as indicated by Van de Vijver and
Matsumoto (2011), the only way to make valid comparisons between
the groups assessed. Both the level of equivalence and the presence of
bias have been analysed previously in the context of quality of life
(Meng, King-Kallimanis, Gum & Wamsley, 2013; Scott et al, 2009a.)
The construct equivalence is particularly important in this area, as
although subjective well-being can be conditioned by objective
conditions, an individual assessment is likely to be more determined by
the specific circumstances of each person. That is, two people in the
same circumstances in two different countries could assess their quality
of life differently in relation to continua such as wealth-poverty or health-
disease. This fact is the main challenge in the international arena:
ensuring that the quality of life indicators that are established are
independent of the context and/or focus attention on subjective aspects
that must also be interpreted through the groups. In other words, the
assessment of subjective elements, both in themselves and in a
comparative scenario, currently constitute the biggest challenge on an
international level. 

Quality of life in specific contexts
In Spain, several research teams are working directly or indirectly in

the study of quality of life. Two main objectives can be identified: the
study of the quality of life construct itself, which is approached from the
assessment of groups selected based on demographics (sex or age) or
groups of people with specific circumstances (patients, caregivers, etc.);
and the creating of instruments that capture the aspects of interest.

Studies unifying both concerns currently represent the most complex
and challenging option. For example, one of the most important lines in
the study of quality of life is currently focused on the evaluation of
subjective well-being in children and adolescents. The main objective is
to understand the determinants of subjective well-being in this group.
However, the study of the concept involves complex methodological
challenges. For example, the assessment of children and adolescents
involves conducting longitudinal studies or having instruments adapted
to the characteristics of the participants in different age groups. In both
cases we are faced with situations in which participants experience a
developmental change in the course of the study, and therefore, it is
necessary that the instruments used capture the same content in all
administrations, so that it is possible to draw conclusions about the
changes associated with subjective well-being beyond the changes

resulting from growth. This means that researchers must generate tools
that capture equivalent indicators in groups that differ in their
demographics and, in all likelihood, in their cognitive abilities to cope
with the task set. Recent research seeks to respond to this situation by
including graphic materials that have proved their usefulness in
obtaining information from younger participants (Nic Gabhainn &
Sixsmith, 2006).

CHALLENGES IN THE STUDY OF QUALITY OF LIFE 
In view of the above, one might ask what the most important

challenges are in the study of quality of life. This approach requires us
to return to the most recent studies, extract their limitations and propose
innovative approaches in relation to the critical points described above.

First, both the definition and assessment of quality of life have been
widely addressed in studies that have attempted to gather different
formulations and propose comprehensive definitions (Blanco & Chacón,
1985, Bowling, 1991; Casas, 2004; Gómez & Sabeh, 2001). However,
the need to respond to concerns from different fields of study has
hindered the achievement of proposals accepted by the scientific
community as a whole. To overcome this limitation involves possibly
returning to the beginning with the conceptualisation and extracting the
common concerns of psychologists, sociologists, health workers,
educators and other professionals interested in the study of quality of
life. Despite the ambitious project, psychometrics can provide a
theoretical and methodological framework to guide the process of
defining the construct (Crocker & Algina, 1986), establishing the
necessary steps to collect and integrate the different perspectives in a
detailed definition of the dimensions and indicators that enables the
generation of items that measure people’s quality of life.

Another challenge for research in this field is to create versions that
permit the assessment of groups that speak different languages, and to
establish equivalence in the measurements made using these
instruments. As mentioned in previous sections, this task has mainly been
approached by organisations interested in international comparison.
However, ensuring equivalence, or in other words the absence of bias
between groups, is still a challenge. Bias refers to the presence of
elements in the measuring instruments that do not have the same
meaning across groups (Poortinga, 1989). The studies of bias in the
context of quality of life have so far pursued different objectives, such as,
for example, examining the adequacy of the translated versions of
assessment instruments (Scott et al., 2009a), or obtaining validity
evidence of the usefulness of a tool to assess different groups (Rendas-
Baum, Yang, Varon, Bloudek, DeGryse & Kosinski, 2014). However, as
Scott et al. (2009b) suggest, there is still no agreement on the nature and
impact of bias in assessments of the quality of life. 

In this regard, recent studies have tried to determine both the impact
of and the elements generating bias in assessments of quality of life. To
do this, mixed designs that combine quantitative and qualitative
methodologies represent the most promising option in recent years, as
they integrate findings of a different nature with the aim of achieving a
more global and sophisticated view of the phenomenon studied
(Tashakkori & Teddlie, 1998). Benítez, Van de Vijver and Padilla (in
press) used statistical techniques to detect bias at item level and cognitive
interviews in order to explain its causes. These authors describe three
main sources of bias: linguistic (words and expressions that do not have
the same meaning in the different versions), contextual (differences in
interpreting the nuances connected with the agreements established in
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each country or culture) and substantive (differential interpretations due
to the specific circumstances of the groups or countries evaluated). Also
Benítez, He, Van de Vijver, and Padilla (under review) used a mixed
design to interpret the presence of bias related to cultural trends
expressed during the process of responding to the items. Specifically,
this study describes the causes of differences in the frequencies of choice
of specific alternatives between the groups.

In addition to the mixed research, the use of qualitative procedures in
itself represents an important contribution to the study of bias in
evaluating the quality of life. To date, its implementation has pursued
two fundamental objectives: to identify and understand the origin of the
differences between the groups and to provide a comprehensive view of
the bias integrating the various levels (item, method and construct).
Among the studies of the first group is the work by Smits et al. (2005) in
which differential interpretations of the symptoms related to mental
health (considered negative indicators of quality of life) among
participants from Turkey and Morocco are described. In the second
group, Benítez, Padilla and Van de Vijver (2015) illustrate a
comprehensive evaluation of bias using cognitive interviews. The authors
provide qualitative evidence of the presence of differences between
groups unrelated to the construct as well as specific elements of the
groups demonstrating the non-equivalent composition of quality of life
construct through the groups evaluated. 

CONCLUSIONS AND DISCUSSION
The aim of this study was to present an overview of the research into

quality of life as well as the past, present and future challenges in this
field. Both the theoretical aspects and the revised empirical studies have
demonstrated the importance that quality of life has in society today,
and how interest in the impact of quality of life has spurred the
development of rigorous scientific studies that have contributed to
significant progress in recent years.               

Following the review and reflection made in this paper, several
conclusions can be drawn. The first clear result, derived from the
contents described, is the need to continue research into quality of life
leveraging the efforts made   so far. That is, despite the diversification and
the multidisciplinary nature surrounding the construct, there are
important points of departure that must be a reference for future
research. For example, the consensus definitions in the different areas
represent the most advanced theoretical bases to date, and as such,
should be considered in future studies pending further investigations that
incorporate the aspects that have been most critical, such as those
related to the more subjective aspects.

Likewise, the assessment tools available gather and capture the most
current theoretical approaches, so their application may be relevant in
studies that replicate the conditions for which the instrument was
originally created. However, in the case of comparative studies it is
necessary to ensure equivalence in the construct measured in the
different groups involved, as well as the lack of bias at different levels
(Van de Vijver & Matsumoto, 2011). To do this, it is proposed to
implement mixed designs that include a statistical assessment of the bias
and a qualitative review of the interpretations made   by the participants,
so we have information on the aspects being captured differentially
through the groups.

Currently, the literature on quality of life is extensive, although it is
essential to promote new studies that advocate a “universal” definition
of the construct. According to the limitations observed in the previous

research, this definition would consist of a model of dimensions,
indicators and relationships that would enable the generation of a set of
items that capture the quality of life construct in a standardised and non-
biased way. Apart from these purely methodological challenges, future
research should also address the substantive requirements. This would
include studies aimed at promoting quality of life in patients with specific
health conditions, subjective well-being in children and adolescents, or
other investigations not mentioned above focused on quality of life
related to ecological behaviours, or with personal characteristics such as
attachment to the place of residence or belonging to majority or minority
groups (Benitez, He & Adams, 2015).

Despite the idealism of the reflections raised, the progress observed in
recent years shows the interest and dedication of the various
professionals making headway in the research into quality of life.
Therefore, this paper aims to be a starting point to guide and lead the
steps planned from the various fronts toward a common goal. 
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he statistical analysis of data has become fundamental in
contemporary culture. It is therefore not surprising that some
degree of statistical literacy is required in society as a whole in

order to aspire to new heights of human development (e.g., Bond, 2009;
Seldmeier & Gigerenzer, 2001). For science, which seeks to understand
nature, and for technology that yearns to control nature, statistics is
fading as the key tool that guides and leads the progress of human
communities. However, although today we have huge computational
and statistical algorithms and we can implement them in computers
powerful enough to handle a considerably large volume of data, it
appears that we are not able to take advantage of this situation. It is
worth remembering the slogan popularized by Pirelli (the Italian tyre
company) in the mid-1990s, because it could clearly be applied to this
situation: “power is nothing without control”. Today we have very
powerful computers, computer software for data analysis that is easy to
use, and it is also relatively easy to collect data to carry out studies.
However, in spite of all these facilities (power), it is crucial to have a
good plan of what you want to do and a good research design (control),
taking into account the data analysis to be performed a posteriori, to test
the initial hypothesis (e.g., Bakan, 1966; Cohen, 1990; Dar, Serlin &
Omer, 1994; Munafò et al, 2014; Rosnow & Rosenthal, 1989). In other
words, even though we may have all the tools and all the data at our
disposal, they will not do us any good if our study is lacking in planning
and design. And, contrary to what one might think, being flexible in

data analysis that is performed after an abnormal or non-existent
planning phase does not help the investigation to progress satisfactorily,
but rather leads to fruitless or contrived results with no scientific meaning
(Ioannidis, 2005).

In recent years, there have been numerous reports of malpractice in
research (e.g., Button et al, 2013; Cohen, 1990; Gigerenzer, 2004;
Munafò et al, 2014; Trafimow & Marks, 2015; Vaux, 2012;
Weissgerber, Milic, Winham & Garovic, 2015) which present a
panorama that is scary, to say the least, with regards to the analysis of
statistical data. There are even authors like Ioannidis (2005) who dare
to affirm that many of the research papers presented are false and that,
in fact, most of the discoveries that are made   are merely evidence of
these biases existing in the various sub-fields of research. As for
malpractice, for example, Munafò et al. (2014) criticise the quality
systems prevailing in science, the low reproducibility of the studies, the
existence of a bias in scientific publications sponsored by the editorial
policies of the scientific journals, the falsifying of the data, the low
statistical power of the results presented, the development of illicit
practices in research and the p value used   widely as a critical element
of statistical inference. Meanwhile, Button et al. (2013) focus on
denouncing the low statistical power presented in the results of
neuroscience research and the small sample size used in most studies.
The importance of taking into consideration the ethical implications of
animal sacrifice is also highlighted (see also e.g., Cressey, 2015,
Nature Publishing, 2015) as well as the financial investment that is being
made   only to fail to obtain, in the majority of cases, useful results for
society.

One of the issues that continues to receive most attention in terms of its
misuse is the null hypothesis significance testing procedure or NHSTP
(e.g., Bakan, 1966; Cohen, 1994; Gigerenzer, 1998; Haller & Krauss,
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2002; Halsey, Curran-Everett, Vowler & Drummond, 2015;
Nieuwenhuis, Forstmann & Wagenmakers, 2011; Rosnow & Rosenthal,
1989; Trafimow, 2014; Trafimow & Marks, 2015) and the abusive use
of the p value as a single element that guides statistical inference in
scientific studies. These malpractices were highlighted long ago by
Bakan (1966), who referred to it as a flagrant attack against common
logic and affirmed that “when we reach a point where statistical
procedures are substitutes rather than aids to thinking, and we reach
absurd conclusions, then we must return to the basics of common sense”
(p.436). Similarly, Cohen (1994) and Gigerenzer (1998) warned of the
importance of making good use of hypothesis testing and not turning it
into a ritual that has been institutionalised in a scientific culture that has
systematically repeated the same mistakes throughout history
(Gigerenzer, 2004).

One of the most drastic and controversial steps that have been taken
recently regarding the use of testing the null hypotheses was from the
2014 editorial of the journal Basic and Applied Social Psychology
(Trafimow, 2014), in which it was proposed that authors should use a
different statistical methodology than the null hypothesis procedure that
used the p value as the sole value to guide the statistical inference, and
which was explicitly prohibited in the 2015 editorial (Trafimow &
Marks, 2015). The authors are asked to exploit the data at the
descriptive level, and to use another type of data analysis that might
lead to higher quality scientific results. The editors point out that,
contrary to what many researchers may think, p <.05 is very easy to
obtain and sometimes even serves as an excuse to publish poor quality
research studies. There is evidence to prove the misuse of the p value in
a statistical test. For example, the study carried out by Haller and Krauss
(2002) who, after observing the misinterpretations made of   the p value
in psychology, concluded that both teachers and students had
deficiencies when interpreting the significance of the research results.
However, Leek and Peng (2015) suggest that the aforementioned ban
will not guarantee an increase in the quality of the science that is
produced, as well as the fact that the p value is “the tip of the iceberg”
in the world of statistics and data analysis.

Over the years, psychology as a science has provided a number of
measurement tools to carry out work in different areas of study that are
closely linked to statistical data analysis. In neuropsychology, clinical,
educational and organisational psychology, for example, it is very
common to use tests. In fact, as noted by Hernández, Tomás, Ferreres &
Lloret (2015), tests are considered basic instruments in psychological
assessment to guide the psychologist’s decision making. This is why, in
order to be used correctly, tests must meet a series of psychometric
guarantees, which should be available to the user applying the test.
Hernández et al. (2015) note that some of the information that is not
provided and that would be very useful is information related to the
evidence of content validity, predictive validity, reliability as stability in
the measurement, analysis of bias or differential item functioning. They
also point out that it is the responsibility of the professional, even if their
field of work may not be psychometrics, to train and learn about
psychometric advances. However, away from the instruments used in
psychological intervention or research, psychology as a science needs
the scientific method in daily practice. Statistical data analysis plays an
important role in all of these situations, which are not foreign to the
professional psychologist. Therefore, like Dar et al. (1994), we could
argue that the key to performing good data analysis, regardless of the

area of   psychological knowledge we are considering, lies in starting
from a good base theory and designing impeccably the research you
wish to carry out in order to prevent the weaknesses that are attributed
to the procedure of testing null hypotheses.

The main objective of this paper is to present the R software as an
environment for performing statistical analysis that may be very useful
for psychology in general. As we will see below, this environment can
enhance the learning of the statistical technique we are using. The next
section is about the environment R, which is presented from a historical
and philosophical perspective, as well as the perspective of the user
interaction with R. Next, we briefly review some of the uses that R offers
for psychological evaluation, presenting the different packages and their
applicability to this discipline. Finally, we end with a reflection on
possible solutions and improvements for attempting to implement useful
and quality research for society in general with the support of statistical
analysis, in which R plays a crucial role today.

R ENVIRONMENT
R is a working environment for carrying out statistical analysis and

creating graphs (R Development Core Team, 2011). The graphical
interface of the program is a command console, which means that in
order to interact with it you have to write lines of code and run them.
We can trace the origin of R back to the 1970s, when the term S was
coined to refer to a high-level programming language designed to
perform statistical computations. The shift to R occurred in the 1990s,
coinciding with the massive expansion of S-Plus, the commercial version
of S. Ross Ihaka and Robert Gentleman (University of Auckland, New
Zealand) wrote an educational version of the first distribution of R, which
was released to the general scientific community in 1996 (Ihaka &
Gentleman, 1996). R was structured based on the programming
language S and Scheme, a dialect of Lisp. From the beginning, the aim
was for it to be a multiplatform language that could be used under
different operating systems. In 1997 the R Core Team was created. This
was the body responsible for developing the software base and
providing continuous support for the development and distribution of R
(Fox, 2009). Since then, while continuing to grow and develop, R has
established itself as the statistical reference tool par excellence. In fact,
Tippmann (2015) notes that R is the data analysis software most used in
2015 on a par with, or even surpassing, other commercial software
programs.

The fact that it is considered a working environment means that R is a
programming language that comes equipped with a set of tools for
calculating and generating statistical graphics (Ihaka & Gentleman,
1996). This working environment was made to be –and still is– free, in
the sense that it is not necessary to pay to use, copy or distribute the
program (Carleos & Corral, 2013). Furthermore, it is protected against
possible privatisation / commercialisation under a GNU license. The
GNU GPL (General Public License) philosophy is the basis of freedom
and openness of code, and its purpose is to protect the rights and
freedoms of end users (http://www.fsf.org). The basic pillars on which
R rests are allowing to use, share, study and modify the software code
that is at the base of the program. This means that any user of R can
develop a new application of it, modifying what already exists, sharing
it and using it freely.

R consists of a base structure that contains a number of basic functions
for making statistical calculations and graphs. Additionally, a range of
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accessories called packages have been created by the scientific
community to perform statistical analyses of more specific data. This
software development activity may be regarded as having been done in
an altruistic way and caters more to the intrinsic factors of the person –
such as the satisfaction produced by this collaboration, the intrinsic
rewards of the job or the fact that they are contributing to a public asset–
than to external factors such as scientific recognition or money (Fox,
2009). An R package is simply “a set of functions that maintain some
kind of relationship between them” (Elosua, 2011, pp.24-25). For
example, there are packages for the statistical analysis of issues as
varied as the content of electronic texts, the spatial distribution of urban
areas or the neural activation recorded by a neuroimaging technique.
All of these are freely available on the Internet at no cost. The CRAN
(Comprehensive R Archive Network, http://www.r-project.org) is the
network location where all of the downloads are managed. For greater
detail on downloading and installing R and its packages see, for
example, Elosua (2009) or López (2012, 2013).

The main advantage of R compared with other statistical analysis
software is the freedom and the fact that it is free to use. Other
advantages of using this working environment include the fact that it
promotes the learning of basic statistics (López, 2012; Tippmann, 2015)
and that it can be run on different operating systems (Fox, 2009), such
as Windows, Mac OS or Linux. Furthermore, Huber et al. (2015) note
that the use of R as a statistical program facilitates research and
innovation, because it allows the development of rapid prototypes; it is
flexible and functional; it allows reproducibility; changes or
modifications are made quickly; it provides graphic facilities and it
permits interaction with other programming languages   such as C and C
++ or JavaScript for web applications. With regard to the interpretation
of the outputs generated after performing statistical analysis, certain
advantages can also be observed. Since the user of the software has to
become more involved in the statistical tool he is using from a technical
point of view, he ends up being more adept at interpreting the results
generated by the data analysis he applies. One drawback we can point
out is the difficulty working with a command environment compared to
other programs or interfaces where all you have to do is click (e.g.,
López, 2013; Tippmann, 2015). However, as discussed below, the
graphical user interfaces that have been developed are increasing in
number and in quality in order to make the interaction with R more user
friendly.

The graphic interface R, as we mentioned above, is based on
command lines. However, to facilitate interaction with this program,
graphical interfaces have been developed that are more intuitive for the
users. These interfaces can be classified into two types, the first are
Windows type menus (e.g., R Commander or RKWard) and the second
are code editors (e.g., Tinn-R, Emacs or RStudio). Interfaces with
Windows-type menus are preferred by users that are familiar with
commercial software (e.g., Elosua, 2009; Fox, 2005; López, 2013). The
R Commander package developed by Fox (2005) was presented as the
most natural transition between commercial statistical analysis software
and R (Elosua, 2009). It was developed with the objective of providing
a user-friendly platform for basic courses in statistics, aiming to reduce
the possibility of committing careless mistakes (e.g., calculating the
mean of a nominal variable) and, finally, to make visible the relationship
established between what is selected in the menus and the R code that
would have had to be used in the command console. Fox (2005) points

out that this type of graphical interface has positive and negative aspects
for the users. One positive point noted is that it is not necessary to
remember commands or arguments of the functions, which reduces the
likelihood of errors in the script syntax, and also it is a comfortable
environment for the work of novice, infrequent or causal users. The
negative aspects highlighted were the fact that it is tedious and difficult
to reproduce certain statistical analyses, because it involves navigating
through multiple dialogue boxes, and also the fact of having to
incorporate numerous analyses on the interface, which can end up
becoming a labyrinth that is difficult to use (Fox, 2005). One of the most
attractive proposals that have been made   in recent times to facilitate the
user interaction with R base code can be found in the program JASP
(Love et al., 2015). JASP (https://jasp-stats.org) aims to enrich the user
experience with a quick, agile and easy to use graphical interface.
Meanwhile, interfaces such as RStudio (www.rstudio.com), which is an
integrated or interactive development environment, –meaning it is an
application that provides facilities and tools to users that work in
computer programming– are preferred by users with more advanced
programming skills in R or those who wish to try to be productive with
code (López, 2013).

Finally, we would like to note that turning to the sources of support for
working with R is almost inevitable regardless of the level of skill we have
in using it. R comes with a series of PDF manuals that are available to
the user from the console itself. It also provides various other sources of
support (in html, FAQs, etc.). Another way of obtaining help, in this case
regarding specific packages, is by going directly to the directory where
the package is hosted on the web or to the local installation directory.
Using traditional web browsers can be useful, the Quick-R
(www.statmethods.net) or the CRAN webpage (López, 2013). There are
manuals in both English (e.g., Field, Miles & Field, 2012) and Spanish
(e.g., Arriaza et al, 2008; Elosua, 2011; Elosua & Etxeberria, 2012;
López, 2012, 2013) to facilitate the interaction with this software.
Therefore, in addition to being supported by a community of developers
and users of the software, the researchers and professionals who prefer
to use R as a tool for the statistical analysis of data will have a large pool
of resources to make their interaction with the software more
satisfactory. Table 1 presents a short list of resources, freely available on
the web, which can be useful to make the interaction with R more user-
friendly.

USES IN PSYCHOLOGICAL ASSESSMENT
In this section we present very briefly some of the R packages that take

centre stage in the field of psychological assessment and particularly we
discuss some of those most related to psychometric technology. It would
be impractical to try to cover them all and that is not the intention of this
article. At the moment of writing these words, there are 6,695 packages
available for download and it is likely that by the time the article is being
read this amount will have increased by a substantial number given the
quasi-exponential growth experienced in recent years (Elosua &
Etxeberria, 2012). Although only some of the packages are directly
related to psychology, it is also true that there are many packages that
may be used by our discipline occasionally, even though they have been
developed in areas as diverse as topographic pattern recognition. In
any case, CRAN contains a listing of the available packages together
with documentation that specifies how they can be used efficiently.
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In 2007 Patrick Mair and Reinhold Hatzinger inaugurated the
Psychometric Task View with the aim of bringing together all the
initiatives and progress that had been made   so far in the field of
psychometrics (Mair & Hatzinger, 2007a). The same year, a special
issue appeared in the Journal of Statistical Software which formally
presented some of the most relevant packages for psychometric data
analysis with R (de Leeuw & Mair, 2007). The packages (127 at present)
were grouped into five major groups (plus one miscellaneous) oriented
to psychometric modelling under item response theory, correspondence
analysis, developing structural equation models, multidimensional
scaling, and classical test theory. 

Most of the packages compiled by the Task View are concentrated in
the group dedicated to statistical modelling under item response theory
(IRT). Thus it could be deemed to fit in with the attempt being made   in
recent years to advance the advantages offered by this theory of
psychological measurement compared to Classical Test Theory (Muñiz,
1997; 2010). If we had to highlight any of the packages included in this
group, it would be ltm (Rizopoulos, 2006) since as well as including the
functionality to develop dichotomous and polytomous IRT models (one,
two or three parameters), it also contains functions that have been
highlighted in different application contexts other than IRT (Falissard,
2012). We should also highlight the packages eRm (Mair & Hatzinger,
2007b) and plRasch (Anderson, Li, & Vermunt, 2007).

Additionally, we should emphasise four essential packages for
working from the perspective of Classical Test Theory (Mair & Hatzinger,
2007a): psychometric, psy, psych and MiscPsycho. These four
packages bring together basic and advanced functions dedicated to
item analysis, and the study of the validity and reliability of tests, as well
as useful functions for the development of scales under classical
philosophy.

Another large group of packages is the one intended for factor
analysis, principal component analysis and the development of
structural equation modelling. Factor analysis can be considered a
statistical analysis technique that, despite having emerged within
psychology, shows its usefulness in knowledge areas as diverse as
biology or economics (Ferrando & Anguiano-Carrasco, 2010).
Classical factor analysis and principal component analysis are
implemented in the stats package that is contained in the base
distribution of R. Although the versatility of the factanal() and princomp()
functions of the stats package enables you to run factor analysis and
basic principal component analysis, other packages have been

developed to complement and optimise the user experience of R in this
regard. Structural Equation Models are emerging today as a kind of
evolution of factor analysis and associated techniques although they
involve even greater complexity from the point of view of statistical
estimation (Ruiz, Pardo & San Martin, 2010). In R there are some
packages that have been aimed at developing this type of model with
similar functionality to the commercial packages available to date. For
example, the sem package (Fox, 2006) and the lavaan package
(Rosseel, 2012) are two tools that are hugely popular for the
development of structural equation models that allow the estimation of
factor models of various kinds while also facilitating their graphical
representation. Packages such as polycor, among others, for
estimating models involving polychoric correlations, systemfit, for
nonlinear structural alternatives, and pls, for estimating the minimum
partial quadratic allow great flexibility and versatility in the range of
statistical techniques applicable to data generated in the field of study of
psychology that can be treated under the structural perspective.

Finally, we should note that different procedures aimed at estimating
and testing models of multidimensional scaling can be found in
packages such as MASS, MLDS, vegan, labdsv, ecodist and
ade4.

CONCLUSIONS
As we have tried to demonstrate, R is a considerably versatile and

flexible tool that enables us to carry out statistical data analysis that is
difficult to achieve using any other software available today. In addition,
the large number of packages that are associated with R makes it easy
for it to be used as the only software, which avoids the need to switch
from one program to another when specific computing needs arise.
Thus, psychology could benefit from this potential in all of its knowledge
areas. However, it is also true that interacting efficiently with the
program requires a certain amount of skill, which cannot be acquired
quickly. In any case, more and more attempts are being made to
develop graphical user interfaces that are easier for general users, so
that they do not panic when faced with the command console. Let us not
forget, as we have pointed out from the beginning, that power without
control is useless and that statistical data analysis only provides a
spectrum of techniques to be applied which have to be backed up by
solid scientific theories.

Cohen, (1990) noted that statistical inference, in conjunction with the
informed judgment of scientists is a very useful tool. However, he also

TABLE 1
SOME FREE RESOURCES FROM THE WEB THAT CAN BE USEFUL TO MAKE 

THE INTERACTION WITH R MORE USER-FRIENDLY

Resource Description 

Brief manual covering basic and common statistical analysis in Psychology with R
Commander (Spanish) 

One of the best compilations of tutorials on R, which addresses both the basic
and more advanced aspects of statistical analysis for Psychology (English)

This page contains a set of links to introductory video tutorials on R (Spanish)

Interactive course on operating the R console (English)

Basic manual on psychometrics with R Commander (Spanish) 

Link

http://hdl.handle.net/10835/1658 

http://ww2.coastal.edu/kingw/statistics/R-tutorials/ 

http://www.jpuga.es/Docencia/mooc-r.html 

http://tryr.codeschool.com/ 

https://web-argitalpena.adm.ehu.es/pasa_pdf.asp?File=UWLGPS5661 
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believed that statistics are not the most important tool of science but
rather the result of what comes before (theory, planning, scenario, etc.).
This is why we need to re-emphasise the importance of research
planning as an essential part of the scientific method, as many other
authors also affirm (e.g., Cohen, 1990; Munafò et al, 2014), so we can
obtain results that really are useful for both the scientific community and
society in general.

In this sense, a cultural change in the scientific community is necessary
(e.g., Morrison, 2012; Munafò et al, 2014; Weissgerber et al, 2015) to
allow us to obtain quality work, faithful to professional ethics adapted to
the current times, along with a change in the editorial policies of the
scientific journals (Weissgerber et al., 2015). This cultural change will
improve in part if researchers receive training (Weissgerber et al.,
2015), as Leek and Peng (2015) point out when they say that
“education is the beginning.” As for the changes in editorial policies, at
least in psychology, we have the somewhat extreme example of the
Basic and Applied Social Psychology journal which prohibited authors
from sending articles that use the p value (Trafimow, 2014; Trafimow &
Marks, 2015).

Similarly, and to provide greater quality to the scientific results that are
presented, some authors recommend that the exploratory data should be
emphasised, i.e., that greater use should be made of descriptive statistics
(e.g., Cohen, 1990, 1994; Leek & Peng, 2015; Trafimow & Marks,
2015; Weissgerber et al, 2015). It would also be interesting to provide
more graphical results (Cohen, 1994), information on the effect size
(e.g., Cohen, 1994), confidence intervals or using Bayesian statistics
(e.g., Bakan, 1966; Cohen, 1992, 1994; Haller & Krauss, 2002; Puga,
Krzywinski & Altman, 2015a, 2015b; Trafimow & Marks, 2015).
Another important point suggested by some authors is to carry out
further replications of studies that find results that may be considered
weak from a methodological point of view (e.g., Halsey et al. 2015;
Huber et al, 2015; Munafò et al, 2014; Rosnow & Rosenthal, 1989). In
addition, Ioannidis (2005) suggests that obtaining meaningful results
should not be pursued and the previous information regarding the issue
being researched should be taken into account. The latter underscores
the interest in using Bayesian statistics, the foundations of which are
based on pre-existing information.

The credibility of the science of psychology is in our hands and the
statistical analysis of data is an essential ally in which to trust in order to
optimise the evolution of scientific progress. R is presented today as the
lingua franca of statistical analysis and graph generation in a wide
range of subject areas. It is about time it was determined whether R will
ultimately become something that could be considered as a world
heritage (López, 2012) or whether its peak will simply be the result of a
passing trend.
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