
Response Surface Methodology (RSM) consists of a collection
of statistical and mathematical techniques useful to the develop-
ment and interpretation of polynomial equations (see Box & Dra-
per, 1987; Myers & Montgomery, 1995). Even though this techni-
que has been specially adopted in the engineering and industrial
world, it can also be applied in education (see Meyer, 1963) and it
is becoming increasingly interesting for the social sciences since
the last decade (see Arnau, 1997). RSM is particularly advantage-
ous in situations where there are several independent variables (x1,
x2, … , xk) that are supposed to have a potential influence on a per-
formance measure which is called the response (y). Figures 1 and
2 show the relationship between a response (y) and two indepen-
dent variables (x1 and x2). For each value of x1 and x2 there is a co-
rresponding value of y, and the values of y can be viewed as a sur-
face lying above the x1, x2 plane. It is this graphical perspective of
the problem what did lead to the term RSM. 

The main objectives of RSM are to investigate the space of the
independent variables, to test empirical models for developing an
appropriate approximating relationship between the response and
the independent variables, and to optimize methods for estimating
the values of x1, x2, … , xk which produce the most desirable va-
lues of y.

When we investigate a response y that depends on the input va-
riables x1, x2, …, xk the relationship which is planned is:

y= f (x1,x2,…,xk) + e

This empirical model is called a response surface model. The
form of the true response function f is unknown and e represents
other sources of variability not accounted for in f. If we assume
that e is a statistical error with a normal distribution with mean 0
and variance σ2, then:

E(y)= E[f (x1,x2,…,xk)] + E(e)= f  (x1,x2,…,xk)

Because the form of the true response function f is unknown,
we must approximate it. In fact, to develop a suitable approxima-
tion for f is one of the main purposes of RSM. This can be done by
estimating first, second or n-order polynomials. For the case of
two independent variables, the first-order model corresponds to
the following polynomial equation:

y= b0+b1x1+b2x2 + e (1)

Wh e re y is the re s p o n s e, the bi a re a set of unknown para-
m e t e rs, x1 and x2 a re the independent va ri ables, and e is the
random erro r. Equation 1 is sometimes called main effects mo-
del because it includes only the main effects of the indep e n-
dent va ri ables. If there is an interaction, it can be added to this
model and ex p ressed as a fi rs t - o rder model with intera c t i o n .
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y= b0 + b1x1 + b2x2 + b12x1x2 + e

A dding the interaction term (x1 x2) introduces curvat u re in the
response function. Sometimes the curvat u re is strong enough as
t h at the fi rs t - o rder model is inadequate and a s e c o n d - o rder mo-
del is re q u i re d. For the case of two va ri ables, the second-ord e r
model is:

y= b0 + b1x1 + b2x2 + b11x
2

1 + b22x
2

2 + b12x1x2 + e             (2)

This model considers the interaction term (x1x2) and the qua-
dratic expression of the independent variables (x

2
1, x

2
2) and it is the

most widely used in RSM.
It should be noted that there is a close connection between

RSM and linear regression analysis. That is, the polynomial mo-
dels described above are linear functions and represent multiple
regression models. For example, the first-order model defined in
equation 1 can be expressed as a regression equation by:

ŷ= b0 + b1x1 + b2x2 + e                          (3)

And the second-order model defined in equation 2 (if we chan-
ge the terms: x

2
1= x3, x

2
2 =x4, x1x2= x5, b11 = b3, b22 = b4 and b12

= b5) can be expressed as a linear regression equation by:

ŷ= b0 + b1x1 + b2x2 + b3x3 + b4x4 + b5x5 + e                         (4)

As in multiple linear regression models, the bi parameters can
be estimated by using the method of least squares. The fitted re-
gression model can be written in matrix notation as:

ŷ= Xß̂ + e

RSM allows the development and interpretation of models of
different complexity and it is exploratory and sequential in nature.
That is, the experimenter seeks to find the values of the indepen-
dent variables where the response y is a maximum and estimates
different order polynomials to approximate the form of the true
response function. A graphic interpretation of the problem may
help to detect the maximum response very straightforward. When
there are two independent variables this can be viewed in a three-
dimensional space.

RSM and the study of the person-organization fit

The person-organization (P-O) fit is a topic that is becoming
widely popular among organizational researchers (see Kristof,
1996; O’Reilly et al., 1991; Ximénez, 1998). It is based on the per-
son-environment (P-E) fit approach to the study of behavior whe-
re P-O fit is defined as the degree of correspondence or compati -
bility between the person and the organization. Most studies have
found a relationship between P-O fit and work outcomes such as
job satisfaction, performance, stress, intent to leave and turnover
(see Kristof, 1996 for a review). However, they struggle with met-
hodological problems. Among them the main ones are the measu-
rement of fit and the examination of its relationship with a work
outcome. Fit is generally measured by calculating a single index
that expresses the degree of correspondence between P and O se-
parate and commensurate measures. Most studies use fit indices
based on difference scores (i.e. as an algebraic difference (O - P)

or as a quadratic difference (O - P)2). However, several authors ha-
ve noted that difference scores introduce substantive and metho-
dological problems (see Cronbach & Furby, 1970; Johns, 1981).
For example, they confound the individual contribution of the P
and O measures to the overall score, discard information about the
absolute level of P and O, and impose restrictive constraints about
the joint relationship of P and O with an outcome that are seldom
empirically demonstrated and let ambiguous the exact nature of
that relationship.

Recent work by Edwards (1991; 1994), Edwards and Harrison
(1993) and Edwards and Parry (1993) has revealed that polyno-
mial regression analysis is a procedure capable to overcome these
methodological problems. Its use is based on the assumptions that:
(1) the relationship between two entities (P and O) and an outco-
me should be considered in three dimensions, (2) the analysis
should use three-dimensional response surfaces to depict the joint
relationship of P and O with the outcome, and (3) the constraints
implied by fit indices should be considered as hypotheses that
must be tested and if supported would lend credibility to the pro-
posed model. 

For example, if we consider the algebraic difference between O
and P as a single predictor of a work outcome (say Z), the corres-
ponding equation is:

Z= b0 + b1 (O - P) + e (5)

Expanding this equation yields:

Z= b0 + b1 O - b1 P + e                                     (6)

This shows that the algebraic difference index (labeled d) cons-
trains the coefficients on P and O to be equal in magnitude and op-
posite in sign. If we consider P and O as separate predictors of the
outcome Z the corresponding unconstrained equation is the first-
order polynomial:

Z= b0 + b1 O + b2 P + e                                   (7)

Equation 7 is mathematically equivalent to equation 6 but it re-
laxes the constraints of the coefficients on O and P allowing them
to independently take on whatever values maximize the variance
explained in Z, and allowing the test of the constraints (b1 = -b2)
before lending credibility to the proposed model.

The same can be asserted for the quadratic difference between
P and O as a single predictor. The following expression corres-
ponds to the constrained equation:

Z= b0 + b1 (O-P)2 + e (8)

Expanding and rearranging this equation yields:

Z= b0 + b1 O2 - 2b1PO + b1P2 + e (9)

If we consider an equation with O, P, O2, PO and P2 as sepa-
rate predictors (P and O are included because they are components
of the terms O2, P2 and PO; see Cohen & Cohen, 1983) we have
the second-order polynomial:

Z= b0 + b1 O + b1P + b3O2 + b4PO + b5P2 + e                   (10)
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Comparing equations 10 and 9 reveals that the quadratic diffe-
rence index (labeled d2) imposes four constraints: (1) the coeffi-
cients on O2 and P2 are equal (b3= b5), (2) the coefficient on PO
is two times the one on O2 and opposite in sign (b4= -2b3), (3) and
(4) the coefficients on O and P are 0 (b1= b2= 0).

In sum, this pro c e d u re consists of ap p lying the fundamentals of
RSM to the study of P-O fit. This allows the ex p l o ration of diffe re n t
models about the re l ationship between P-O fit and a wo rk outcome
and a more re l i able ap p rox i m ation of its three-dimensional nat u re.
Using this tech n i q u e, Edwa rds and Harrison (1993) re a n a ly zed the
d ata from a traditional study about P-E fit and strain demonstrat i n g
t h at when the constraints imposed we re re l a xe d, the ave rage pro-
p o rtion of va riance explained was nearly tripled and that the re l a-
tionship between P, E and strain was more complex than the re s-
t ricted models subjacent to the diffe rence scores measure s .

In this article, we present a study that constitutes an application
of RSM to the study of P-O fit. We explore the relationship bet-
ween two parallel P and O measures and a measure of intent to le-
ave using the Edwards procedure. The work outcome measure in-
cluded here was chosen because it is one of the most studied in P-
O fit research. Empirical studies have found support for a negati-
ve and direct relationship between P-O fit and intent to leave but
the three-dimensional relationship between P, O and intent to lea-
ve has not been examined so deeply.

Method

Sample and data collection procedure

The study presented here is a part of a research project which
contains a set of attitudinal questionnaires which were mailed to a
sample of 2.000 ex-students of the Universidad Autónoma de Ma-
drid working in Spanish organizations and selected at random (see
Ximénez, 1998). Data were collected using a self-administered
questionnaire that was answered anonymously. 591 subjects retur-
ned valid responses. 296 are men and 295 women with ages ran-
ging from 24 to 50 years (with mean 35 and standard deviation
6.21). All subjects have a bachelor degree: 18% in sciences, 13%
on laws, 26% in economics & management, 14% in humanities &
philosophy, 13% in psychology, 14% in medicine and 3% in ele-
mentary teaching. 8% of the subjects are working since less than
1 year and the rest between 1 and 30 years (with mean 8 and stan-
dard deviation 6.16). 20% work in the public administration, 17%
in banks, 18% in teaching/training, 17% in hospitals, 9% in com-
munication, 10% at the industry and 9% in research centers.

Measures

Person (P) and organization (O) components are measured
with 11 parallel items selected from the Minnesota Importance
Questionnaire (MIQ; Gay, et al., 1971) and the Minnesota Job
Description Questionnaire (MJDQ; Borgen, et al., 1968). These
items are representative of four of the six commensurate dimen-
sions found in the MIQ and MJDQ: Safety (4 item pairs), Auto -
nomy (3 item pairs), Status (2 item pairs) and Achievement (2 item
pairs). Items were presented in the center of a three-column table
and subjects answered about their importance in terms of P and O
separately using a 5-point Lykert type scale (see Ximénez & San
Martín, 1998 for more details about P and O measures and the re-
sults of commensurate analysis). Responses were averaged to
yield P and O scores. Following the suggestion of Edwards and
Harrison (1993), before analyses we scale centered the P and O
measures by subtracting the mean point of their scales (2.50). This
transformation reduced multicollinearity in later regression analy-
ses and provided a meaningful interpretation of coefficient regres-
sion when higher order terms were included.

Intent to leave is measured with the four items of the O’Reilly,
et al. (1991) intent to leave measure rated in a 5-point Lykert type
scale (i.e. ‘to what extent would you prefer a more ideal job than
the one you now work in?’). The four items were averaged to yield
an overall score.

Analysis procedure

Calculation of fit indices

P-O fit is defined here as ‘the perceived correspondence bet-
ween the person preferences (P) and the degree to which the orga-
nization rewards them (O)’ and operationalized with two of the
classical fit measures used in P-E fit studies (see Edwards, 1991).
The first one is the d index and it consists of the algebraic diffe-
rence between O and P (O - P). This index reflects a monotonic
and linear relationship between O, P and an outcome Z. The se-
cond one is the d2 index and it consists of the squared difference
between O and P ((O - P)2). d2 represents a curvilinear relations-
hip between O, P and Z where either the maximum or the mini-
mum of the response Z occurs when O is equal to P. Results of pre-
vious studies suggest that this is the expected relationship for P-O
fit and intent to leave (i.e. Z reaches the minimum when O = P).
Once calculated the fit indices, we will calculate their correlations
with intent to leave.
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Table 1
Summary of Fit Measures

Fit measure Mathematical Constrained Unconstrained Constraints
form equations equations

d (O - P) Z = b
0

+ b
1

(O – P) + e = Z = b
0

+ b
1

O + b
2

P + e b
1

= - b
2

b
0

+ b
1

O - b
1

P + e

d2 (O - P)2 Z = b
0

+ b
1

(O - P)2 + e = Z = b
0

+ b
1

O + b
2

P + b
3

+ b
3

= b
5

b
0

+ b
1

O2 – 2b
1

PO + b
1

P2 + e O2 + b
4

PO + b
5

P2 + e b
4

= -2b
3

b
1

= 0
b

2
= 0

Note: Taken from Edwards y Harrison (1993, p. 634). For each equation, O: measure of the organization, P: measure of the person, Z: measure of an outcome, b
i
: unstandardized regression co-

efficients, and e: random disturbance term.



Estimating constrained and unconstrained equations

Each fit measure does have a corresponding equation to repre-
sent the relationship between P-O fit and a work outcome Z. Then,
the first step consists of identifying the constrained and uncons-
trained equations for each fit measure (see table 1). The bi para-
meters are estimated through multiple linear regression analysis
using the statistical package SPSS 7.15.2S.

Evaluating the suitability of each model.

The decision whether each model is appropriate or not to ex-
plain the relationship between O, P and Z is made following the
criteria proposed by Edwards and Har rison (1993). Support is in-
ferred if: (1) the overall unconstrained equation is significant, (2)
the coefficients are significant and in the right direction, (3) the
imposed constraints are not rejected, and (4) no significant higher
order terms beyond those specified by the unconstrained equation
are found. The constraints for each fit model are tested as a set
using the hypothesis subroutine of the Multivariate General Line-
ar Hypothesis module of the statistical package SYSTAT 6.0 (Wil-
kinson, 1990b). Test of higher order terms included one order hig-
her than those in the unconstrained equations (i.e. O2, P2 and PO
for the d index). Finally, it is offered a 3-D graphical interpretation
of the problem r epresenting the observed relationship between O,
P and intent to leave (raw data) as compared to the constrained and
unconstrained models approximated. The graphs are made with
SYSGRAPH (Wilkinson, 1990a).

Results

Table 2 shows the descri p t ive statistics, re l i ability estimat e s
and corre l ation coefficients for the P, O and the intent to leave me-
a s u res. All measures yielded re l i abilities gre ater than .70. Corre s-
ponding P and O measures we re all positive ly re l ated with corre-

l ations ra n ging from .09 (ns) for ach i evement to .20 (p < .05) fo r
s t atus. All O measures we re positive ly and signifi c a n t ly (p < .01)
re l ated with corre l ations ra n ging from .58 for ach i evement and
s t atus to .67 for safety and ach i evement, as we re their re s p e c t ive
P measures. The intent to leave measure obtained higher corre l a-
tions with the O measures than with their parallel P measures. Co-
rre l ations we re significant and opposite in sign in all P and O co-
rresponding measures with the ex c eption of autonomy / P. Table 2
also shows the corre l ations between the fit measures and intent to
l e ave. For all dimensions with the ex c eption of autonomy the d i n-
d ex obtained a slightly stro n gest re l ationship with intent to leave.
Since these corre l ations we re all of them negat ive, they suggest a
monotonic re l ationship. It should be noted that in some instances
these corre l ations we re equal or smaller than the ones for the O
and P measures, indicating that collapsing O and P into a single
m e a s u re may confound the pre d i c t ive power of each of them ta-
ken sep a rat e ly.

Results for the estimation of constrained and unconstrained
equations and the tests of constraints and higher order terms for
both the first and second-order fit models appear in Table 3. As it
can be seen, all regression equations reached significance (p <
.01). The variance explained by the unconstrained equations ran-
ges between .07 for status and .11 for safety. These coefficients are
congruent with the results found in the meta-analysis by Assouli-
ne and Meir (1987). Even if all equations were significant, the ex-
pected pattern of coefficients was found only for the first-order
model explaining the relationship between safety and achievement
with intent to leave. Tests of constraints for the d model were re-
jected both for autonomy (F= 5.65, p < .01) and status (F= 20.08,
p < .01). The same happened for the second-order model (F = 4.54,
p < .01; and F = 9.34, p < .01 for autonomy and status respecti-
vely). Therefore, even if the estimated models reached significan-
ce for autonomy and status in relation to intent to leave, the res-
tricted models underlying the fit measures do not adequately re-
present the relationship between O, P and intent to leave. Then, the
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Table 2
Descriptive Statistics. Correlations and Reliability Estimates for Measures of P, O and Intent to Leave and Fit Measures

M SD 1 2 3 4 5 6 7 8 9

1. Safety/P 4.12 .51 .78
2. Safety/O 2.84 .81 .16* .79
3. Autonomy/P 4.38 .53 .45** .01 .80
4. Autonomy/O 2.94 .99 .07 .65** .18* .81
5. Status/P 3.57 .86 .56** .04 .44** .04 .82
6. Status/O 2.36 .96 .09 .65** .09 .63** .20* .91
7. Achievement/P 4.36 .58 .52** -.04 .39** -.04 .52** -.01 .72
8. Achievement /O 3.19 .89 .01 .67** .12* .60** .12* .58** .09 .79
9. Intent to leave 3.25 .37 .21** -.32** .00 -.27** .03 -.27** .18** -.24** .86

Correlations between Fit measures and Intent to Leave
Fit measures

d d2

Intent to leave
Safety dimension -.32** .29**

Autonomy dimension -.26** .27**

Status dimension -.20** .19**

Achievement dimension -.28** .25**

Note:N is 591. Reliability estimates (Cronbach’s alpha) are reported along the dia gonal in boldface. P: measure of the person, O: measure of the organization, M: mean, SD: standard devia-
tion
* p < .05.  ** p < .01



significance seems to be due to the O measure and the interaction
term PO.

Since the re l ationship of safety and ach i evement with intent to
l e ave yielded the stro n gest corre l ations and the most compre h e n-
s ive pat t e rn of results, we will consider them in more detail. Th e
re l ationship of safety predicting intent to leave has yielded O and
P coefficients significant and opposite in sign (b1= -.42, b2= .39,
p < .01). Tests of constraints imposed by the d i n d ex indicat e d
t h at the coefficients on O and P did not differ in absolute mag n i-
tude and we re opposite in sign (F= 1.23, p > .05). Significant hig-
her order terms we re not found; then, the tests of constraints im-
posed by the d2 i n d ex we re rejected (F= 5.33, p < .01) and the va-
riance explained by its corresponding unconstrained model (R2=
.11, p < .01) did not increase at all. Howeve r, it should be noted
t h at the linear coefficients remained significant and opposite in
sign (b1= -.39, b2= .45, p < .01). These results indicate that the da-
ta imply a linear negat ive re l ationship between O, P and intent to
l e ave. This can be seen more cl e a rly in a graphic rep re s e n t at i o n .
Fi g u re 1 presents three-dimensional plots of raw data, the surfa-
ces predicted by the fit measures and their corresponding uncons-
t rained equations. Raw data (see fi g u re 1a) indicate that intent to
l e ave increases as O decreases and P increases (that is, as the dif-
fe rence O - P is gre ater and negat ive) and it is medium in the re-
gion wh e re O and P are equal. This surface is ve ry close to the
s u r faces predicted by the constrained and unconstrained d m o d e l
(see fi g u res 1b and 1c) but it diffe rs substantially from those pre-
dicted by the d2 model (see fi g u res 1d and 1e). In concl u s i o n ,

even if all equations we re significant, the fi rs t - o rder model is the
o n ly one that adequat e ly rep resents the re l ationship of safety pre-
dicting intent to leave.

The relationship of achievement predicting intent to leave has
also yielded O and P coefficients significant and opposite in sign
(b1= -.28, b2= .26, p < .01) and the tests of constraints imposed by
the d index were accepted (F=.08, p > .05). However, in this case
even if there was no support for the second-order model (F= 5.07,
p < .01), there are significant higher order terms (i.e. O2= -.09,
PO= -.18, p < .05), indicating that the data deviated from the pla-
nar surface implied by the linear model. This can explain the form
of the surface observed in the raw data (see figure 2a) which pre-
sents curvature in the O,P plane, showing that intent to leave in-
creases as the difference (O - P) increases negatively and that the-
re is a negative moderation effect. This surface is closer to the sur-
faces predicted by the constrained and unconstrained d model (see
figures 2b and 2c) than to those predicted by the d2 model (see fi-
gures 2d and 2e) but it can not be concluded that the first-order
model adequately represents the achievement-intent to leave rela-
tionship.

Discussion and conclusion

The results of this study have revealed that even if the two fit
measures used here have yielded 8 significant correlations with in-
tent to leave, the constraints imposed by them have been suppor-
ted in only two instances and solely for the linear first-order mo-
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Table 3
Constrained and unconstrained equations and tests of constraints and higher order terms for fit models

P and O dimensions
Safety Autonomy Status Achievement

d index: b
0

(constant) 2.99** 3.69** 3.83** 2.97**

b
1

(O) -.42** -.28** -.28** -.28**

b
2

(P) .39** .09 .03 .26**

R2 unconstrained .11** .07** .07** .08**

b
0

(constant) 2.81** 2.91** 3.06** 2.95**

b
1

(O - P) -.36** -.25** -.18** -.27**

R2 constrained .10** .06** .04** .08**

Tests of constraints(a) 1.23 5.65** 20.08** .08
Tests of higher order terms 23.80** 20.56** 18.56** 18.04**

d2 index: b
0

(constant) 2.89** 1.35** 2.34** 3.03**

b
1

(O) -.35** .14* -.15** -.07
b

2
(P) .49** .28 .01 .21**

b
3

(O2) .02 .04 .07 -.09*

b
4

(PO) -.04 -.28** -.10** -.18*

b
5

(P2) -.16 -.12 -.10 ** .04
R2 unconstrained .11** .09** .08** .08**

b
0

(constant) 3.00** 3.03** 3.12** 3.08**

b
1

(O - P)2 .11** .08** .05** .08**

R2 constrained .08** .07** .05** .06**

Tests of constraints(b) 5.33** 4.54** 9.34** 5.07**

Tests of higher order terms 17.09** 15.34** 9.85** 14.28**

Note: P: measure of the person, O: measure of the organization. For all rows except those labeled as R2 and tests, entries are unstandardized regression coefficients. R2 are multiple correlation
coefficients. Tests of constraints and higher order terms are F ratios.
(a) For the d index, a single constraint was tested: the coefficients on O and P are equal in magnitude but opposite in sign (b

1
= -b

2
). Higher order terms were tested as a set and included the

terms: O2, P2 and PO.
(b) For the d2 index, four constraints were tested as a set: (1) the coefficients on O2 and P2 are equal (b

3
= b

5
); (2) the coefficient on PO is two times the coefficient on O2 and opposite in sign

(b
4

= -2b
3
); (3) and (4) the coefficients on O and P are 0 (b

1
= b

2
= 0). Higher order terms were tested as a set and included the terms: O3, P3, O2P and OP2.

* p < .05.  ** p < .01



del. Then, contrary to what it was expected the relationship bet-
ween P-O fit and intent to leave is best explained by the linear mo-
del than by the curvilinear. Relaxing the constraints imposed by
each of the models increased the adjusted squared multiple corre-
lations from an average of .067 for the constrained equations to an
average of .086 for the unconstrained equations, incrementing the
explained variance in a 25%. This means that collapsing the P and
O measures into a single index confounds the predictive power of
each of them taken separately and let ambiguous the inherent th-
ree-dimensional relationship of P and O with a work outcome.

The results of the study presented here are similar to the ones
found in the study of Edwa rds and Harrison (1993), demonstra-

ting that RSM is a pro c e d u re cap able to ove rcome the methodo-
l ogical pro blems in the study of P-O fit. Future re s e a rch should
c o n t i nue ap p lying the fundamentals of RSM to ex p l o re the re l a-
tionship between O, P and a wo rk outcome and to determine if
it fo l l ows the functional fo rm of the conceptual model of inte-
rest and of more complex ones. Since the use of more sophisti-
c ated mat h e m atical models to describe the underlying pro c e s s
t h at ge n e rates observed data is incre a s i n g ly growing in the so-
cial sciences (see i.e. Myung & Pitt, 1997), future re s e a rch
should also include other cri t e ria for model selection to ex p l a i n
the nat u re of the three-dimensional re l ationship between O, P
and a wo rk outcome.
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a) Raw data

b) Constrained equation for d (Z=2.81 - .36 (O-P)) c) Unconstrained equation for d (Z=2.99 - .42O+.39P)

d) Constrained equation for d2 (Z=3.00+.11 (O-P)2) e) Unconstrained equation for d2

(Z=2.89-.35O+.49P+.02O2-.04PO-.16P2)

Figure 1. Three-dimensional Relationship of Safety (P and O) predicting Intent to Leave (Z)
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a) Raw data

b) Constrained equation for d (Z=2.95-.27 (O-P)) c) Unconstrained equation for d (Z=2.97-.28O+.26P)

d) Constrained equation for d2 (Z=3.08+.08 (O-P)2) e) Unconstrained equation for d2

(Z=3.03-.07C+.21P-.09O2-.18PO+.04P2)

Figure 2. Three-dimensional Relationship of Achievement (P and O) predicting Intent to Leave (Z)
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